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Abstract—This paper proposes a novel method for generating arbitrary stereoscopic view from multiple omnidirectional image sequences. Although conventional methods for arbitrary view generation with an image-based rendering approach can create binocular views, positions and directions of viewpoints for stereoscopic vision are limited to a small range. In this research, we attempt to generate arbitrary stereoscopic views from omnidirectional image sequences that are captured in various multiple paths. To generate a high-quality stereoscopic view from a number of images captured at various viewpoints, appropriate ray information needs to be selected. In this paper, appropriate ray information is selected from a number of omnidirectional images using a penalty function expressed as ray similarity. In experiments, we show the validity of this penalty function by generating stereoscopic view from multiple real image sequences.
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I. INTRODUCTION

As represented by 3D TV, 3D applications and systems using stereoscopic views instead of flat 2D images have been investigated [1]. To have stereoscopic vision, the images seen from the points that have a binocular disparity are needed. Although using a stereo camera or a particular camera that can capture stereo images make stereoscopic views for users [2], [3], they can have stereoscopic vision only at captured points. These approach can not change viewpoint freely. Many algorithms for generating novel views from captured images have been developed to change the viewpoints freely. Some researchers reconstruct a 3D model with a model-based rendering (MBR) approach to generate images that have a binocular disparity. In these techniques, a high-quality 3D model without a missing region is needed to change viewpoints freely [4]. However, it is difficult to build such a high-quality 3D model automatically in an outdoor environment [5]. On the other hand, many works have been conducted for generating binocular views by applying an image-based rendering (IBR) approach [6] to binocular viewpoints [7], [8]. Although these works generate stereoscopic view at some points, positions and directions of viewpoints are limited to a small range depending on the captured points. To generate high-quality stereoscopic views in a large area, much ray information is needed because the novel view is composed of parts of several rays captured at different points.

In this research, we attempt to generate arbitrary stereoscopic views in an outdoor environment with an IBR approach. To generate arbitrary stereoscopic views in a large area, omnidirectional image sequences are captured on multiple paths. Appropriate ray information for generating a high-quality stereoscopic view is selected from a number of omnidirectional images using a penalty function expressed as ray similarity.

The next section (Section II) of this paper explains a method for generating the arbitrary stereoscopic views using a penalty function based on ray similarity. In Section III, we demonstrate experimental results of stereoscopic images in an outdoor environment. Section IV describes our conclusion and proposals for future works.

II. STEREOSCOPIC VIEW GENERATION USING MULTIPLE OMNIDIRECTIONAL IMAGE SEQUENCES

This section describes a method for generating arbitrary stereoscopic views from multiple omnidirectional image sequences. Figure 1 shows the flow diagram of the proposed method. First, omnidirectional image sequences together with camera positions and postures are acquired in an outdoor environment in phase (A). Next, the binocular view-
points are set for generating stereoscopic view at arbitrary viewpoints in phase (B). Parts of images for synthesizing the novel stereoscopic view are selected from accumulated omnidirectional images using a penalty function expressed as ray similarity in phase (C). Finally, the stereoscopic view is rendered in consideration of depth information in phase (D).

A. Acquisition of omnidirectional images with camera positions and postures

Much ray information is required for generating a high-quality stereoscopic view with an IBR approach at arbitrary viewpoints. We use an omnidirectional multi-camera system to acquire much ray information. In addition, much ray information is acquired by capturing multiple omnidirectional image sequences on various paths repeatedly as shown in Figure 2. In our approach, not only omnidirectional images but also accurate camera positions and postures are required for generating the stereoscopic view with an IBR approach. We assume that the accurate camera positions and postures are acquired with various sensors or by using vision-based approaches such as structure from motion [9], synchronizing with image sequences.

B. Selection of rays using penalty function expressed as ray similarity

As illustrated in Figure 2, we set binocular viewpoints whose distance corresponds to the human eye distance and these moves freely in an area where a value of penalty described later is small. In this study, the stereoscopic view at novel viewpoints is generated from precaptured omnidirectional images using an approach based on light field rendering [10]. Novel view is synthesized using much ray information which is acquired at different points. The image at the novel viewpoint is divided into many slits of one pixel in width and the ray needed to generate the novel view is selected in every slit. In Figure 3, the novel view can be synthesized from three omnidirectional images captured at $O_{A_1}$, $O_{B_2}$, and $O_{A_3}$. As a result, the novel view is vertically divided into three areas. If there is no ray information to generate stereoscopic view because omnidirectional images are captured at just discrete positions or some omnidirectional images may contain the same scene, appropriate omnidirectional images are selected for the novel view using a penalty function as follows.

$$P_{\text{slit}} = P_{\text{ang}} + w P_{\text{pos}},$$  

where $P_{\text{ang}}$ is a penalty that means a perpendicular distance from an image captured position to a ray required for generation. This penalty aims at improvement in quality of stereoscopic vision by selecting the appropriate ray which is required for generating the novel view. $P_{\text{pos}}$ is a penalty which means the distance between the viewpoint that generates the novel image and the position where the image used for generation is acquired. This penalty aims at equalization of resolution and connection of edges between the slits in generated images using omnidirectional images that are captured at a nearby area. $w$ is a weighting coefficient. The penalty is calculated in each slit and an omnidirectional image in which penalty becomes the smallest is used for synthesizing the stereoscopic view.

In addition, the sum of penalties computed in all the slits is used as an indication of quality of the generated stereoscopic view as follows.

$$P_{\text{sum}} = \sum_{\text{slit}=1}^{\text{width}} P_{\text{slit}},$$  

where $P_{\text{slit}}$ is a penalty in each slit described in Eq. (1), width represents the number of slits of a generated image. We generated stereoscopic view in the areas where the penalty $P_{\text{sum}}$ is below a threshold value that makes high-quality stereoscopic vision to users.

---

**Figure 2.** Setting of novel binocular viewpoints around camera paths (top view).

**Figure 3.** Novel view synthesized from precaptured omnidirectional images (top view). Novel view can be synthesized from three omnidirectional images captured at $O_{A_1}$, $O_{B_2}$, and $O_{A_3}$. 
Figure 4. Positions where omnidirectional images are captured (top view). In the experiments, we show the result of stereoscopic views at point A, B and C.

C. Rendering in consideration of depth information

In this work, the novel view is synthesized from multiple omnidirectional images, but only one image is used in each slit. This is because it is easy to perform stereoscopic vision with the generated images that have little artifact noises. Here it should be noted that an object scale may be different slit by slit because the novel view is synthesized from multiple images captured at different points. This problem with the object scale in a generated image is overcome by rendering in consideration of estimated depth information. The depth values are estimated with a standard stereo matching using images that are captured at different positions.

III. EXPERIMENTS AND RESULTS

To verify the validity of the proposed method, we generated arbitrary stereoscopic view in an outdoor environment. In experiments, omnidirectional image sequences were captured with a vehicle-mounted omnidirectional multi-camera system for which we used the Ladybug2 (Point Grey Research). The camera positions and postures are acquired with a hybrid sensor that consists of a real-time kinematic global positioning system (RTK-GPS) (LogPakII, Nikon-Trimble, horizontal accuracy, ± 3.0cm, vertical accuracy, ± 4.0cm) and an inertial navigation system (TISS–5–40, Tokimec). A part of horizontal trajectories of an omnidirectional multi-camera system in a wide area is shown in Figure 4. This figure shows that omnidirectional images are captured densely in an outdoor environment. Figure 5 shows a distribution of penalties $P_{sum}$ in Eq. (2) when the stereoscopic view is generated at each point in the map. As shown in this figure, it turns out that a penalty $P_{sum}$ is small at the positions where an omnidirectional image is captured densely. We generated stereoscopic views in region where penalty $P_{sum} < 150$. This region is expressed in the region surrounded by red lines in Figure 5.

Examples of stereoscopic views at point A in Figure 4 are given in Figure 6. These figures show the results of stereoscopic view using weighting coefficient $w = 0$ and $w = 0.5$ in Eq. (1). As shown in these figures, generated images with $w = 0$ are difficult to have stereoscopic vision due to disconnection of edges between the slits. This results show that penalty $P_{pos}$ is needed to generate stereoscopic view correctly. Examples of stereoscopic views when the users change the direction of view at point B and C in Figure 4 are given in Figure 7. These figures show the results of stereoscopic view using weighting coefficient $w = 0.5$. As shown in these figures, it turns out that the change of direction of view can be performed freely. It can be observed that the proposed penalty function can make stereoscopic views correctly. However, the sense of incongruity due to the difference of a color tone appeared between slits. This is because the stereoscopic view is synthesized from several images that are captured at different points and times.

IV. CONCLUSION

In this paper, we have proposed a method for generating arbitrary stereoscopic views from multiple omnidirectional image sequences in an outdoor environment. In our approach, much ray information is acquired at many points by capturing omnidirectional image sequences along arbitrary multiple paths and appropriate ray information is selected for generating stereoscopic views using the penalty function expressed as ray similarity. In experiments, we have confirmed that the proposed penalty function can make stereoscopic views correctly.

When omnidirectional images are captured at different points and times, the sense of incongruity occurred due to the difference of color tone appearing between slits. We have to investigate a method for eliminating the difference of color tone among input images. When omnidirectional image sequences are captured in an outdoor environment, moving objects such as humans and vehicles are often observed. In order to generate novel stereoscopic views in a dynamic environment, eliminating moving objects from the omnidirectional image sequences is required.
Figure 6. Examples of stereoscopic view with various weighting coefficient $w$ at point A (each left side is left view and right side is right view). Generated images with $w = 0$ are difficult to have stereoscopic vision due to disconnection of edges between the slits.

Figure 7. Examples of stereoscopic view when the users change position and direction of viewpoint (each left side is left view and right side is right view). Change of direction of view can be performed freely.
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