Interference Alignment on the Deterministic Channel and Application to Fully Connected Gaussian Interference Networks
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Abstract—An interference alignment example is constructed for the deterministic channel model of the K user interference channel. The deterministic channel example is then translated into the Gaussian setting, creating the first known example of a fully connected Gaussian K user interference network with single antenna nodes, real, non-zero and constant channel coefficients, and no propagation delays where the degrees of freedom outerbound is achieved. An analogy is drawn between the propagation delay based interference alignment examples and the deterministic channel model which also allows similar constructions for the 2 user X channel as well.

I. INTRODUCTION

Understanding the capacity of wireless networks is the “Holy Grail” of network information theory. Since exact capacity characterizations are unlikely to be found for most multiuser communication scenarios, there is an increased interest in approximate and/or asymptotic capacity characterizations as a means to understanding the performance limits of wireless networks. Promising approaches in this direction include degrees of freedom characterizations [1], [2], [3], [4] and deterministic channel models [5], [6], [7]. Degrees of freedom characterizations seek the asymptotic scaling of network capacity with signal-to-noise-ratio (SNR). Deterministic channel models have lead to capacity characterizations within a constant number of bits for several interesting cases. While a precise connection between deterministic channel models and degrees of freedom characterizations has not been made in general, it is clear that the two approaches have a lot in common. Both the degrees of freedom perspective as well as the deterministic channel perspective focus on the high SNR regime and in both approaches, the noise is de-emphasized in order to gain a better understanding of the broadcast and interference aspects of wireless networks. In this paper, we explore further the relationship between these two perspectives.

One of the main results to come out of the degrees of freedom perspective is the concept of interference alignment. Interference alignment refers to the idea that signals can be designed to cast overlapping shadows at the receivers where they constitute interference while they remain distinguishable at the receivers where they are desired. This idea has lead to some surprising results for wireless networks. For example, it has been shown that a K user Gaussian interference network has \( K/2 \) degrees of freedom [2] when the channel coefficients are time-varying and drawn from a continuous distribution. In other words, as the total transmit power of the network is increased (or equivalently, as the additive white Gaussian noise (AWGN) power at each receiver is decreased), every user in an interference network will be able to simultaneously achieve half of the capacity (bits/sec/Hz) that he could achieve in the absence of the interference from other users. Similarly, for \( M \times N \) node \( X \) networks, i.e. networks of \( M \) transmitters and \( N \) receivers where an independent message needs to be communicated between each transmitter-receiver pair the number of degrees of freedom equals \( \frac{MN}{M+N-1} \) [4]. Interference alignment is the key to this result as well.

The degrees of freedom of wireless interference networks have been characterized under a variety of communication scenarios. However, several important questions remains open. One such unsolved question is to prove or disprove the Host-Madsen-Nosratinia conjecture [8] that states that fully connected wireless interference networks with single antenna nodes and constant channel coefficients have only 1 degree of freedom. The term “fully-connected” refers to the condition that all channel coefficients are non-zero. In other words, all receivers see interference from all transmitters. For a fully connected K user interference network the total degrees of freedom cannot be more than \( K/2 \) [8]. The achievability of \( K/2 \) degrees of freedom has been established for fully connected wireless interference networks under each of the following scenarios.

1) If the channels coefficients are chosen from a continuous distribution but allowed to vary over time or frequency slots, then the \( K \) user fully connected interference network has \( K/2 \) degrees of freedom with probability 1 [2]. The key is to treat multiple transmitted scalar symbols as a supersymbol, or a signal vector. The variations of the channel coefficients create a distinct linear transformation of the signal vectors between each transmitter receiver pair. Thus, the same set of transmitted signal vectors, after they pass through these distinct channels, are able to align at one receiver where they constitute...
interference and be distinct at another receiver where they are desired.

2) If the channel coefficients are chosen from a continuous distribution and held fixed and each node is equipped with $M > 1$ antennas, then $MK/2$ degrees of freedom are achievable for $K = 3$ users with probability 1 [2]. In this case, the channel matrices provide the distinct spatial rotations that allow the signal vectors to align at one receiver and not align at another receiver.

3) It is shown in [2] that one can construct an example of a $K$ user fully connected interference network that achieves $K/2$ degrees of freedom with constant channel coefficients but the channel coefficient values are complex. Basically, the complex channel creates two dimensions so that interference can be aligned in one dimension (e.g. purely imaginary) while the desired signal is received in the other dimension (e.g. purely real).

4) It is shown in [2, 9] that one can construct an example of a $K$ user fully connected interference network that achieves $K/2$ degrees of freedom with constant channel coefficients by properly assigning propagation delays to the channels. However, because of the introduction of propagation delays this is not the classical interference channel model. The key is to have an even delay for desired transmitter receiver pairs and odd delays for undesired transmitter receiver pairs. If all transmitters send over even time slots, the choice of propagation delays ensures that at each receiver all interference is received over odd time slots and the desired signal is heard interference-free over even time slots.

Interestingly, no example is known of a fully connected $K$ user interference network with constant and real channel coefficients, with no delays and only a single antenna at each node, that can achieve $K/2$ degrees of freedom. This is the case even if we are allowed to pick the channel coefficient values. Intuitively, the difficulty is that we need a signal vector space where each channel provides a different transformation of the signal vectors. The signal vector spaces resulting from multiple channel uses (supersymbols) do not trivially solve the problem in this case because the channel stays constant across these supersymbols. Effectively each channel corresponds to a linear transformation that is a scaled identity matrix. Because of the multiplication with identity matrices, the signal vectors are not rotated, and their relative orientation is the same at all receivers. Thus, one cannot have the vectors align at one receiver and take distinct directions at another receiver.

From the point of view of the deterministic channel approach, the possibility of interference alignment is quite intriguing as well. Interference alignment has been shown to be possible through lattice codes on a one-sided interference channel [7]. On the one-sided interference channel all channel coefficients between transmitter $i$ and receiver $j$ are equal to zero unless, $j = 1$ or $i = j$. Thus, the one-sided interference channel is not fully connected. To the best of our knowledge, no example is known so far where interference alignment is accomplished on a fully connected interference network even with the deterministic channel model.

In this paper we explore the relationship between the deterministic channel model and the degrees of freedom perspective through the lens of interference alignment schemes. We accomplish the following objectives:

1) Provide an example of a deterministic model of a fully connected interference network where interference alignment is achieved so that each user is able to achieve half of the capacity that he would achieve in the absence of interference.

2) Translate the interference alignment example from the deterministic model into a fully connected Gaussian interference network with real and constant channel coefficients, no delays and no multiple antenna nodes, that will achieve arbitrarily close to $K/2$ degrees of freedom.

Our results for the constant Gaussian interference channel are limited by the restriction that the channel coefficients take some specialized forms. For arbitrary channel coefficients, or even for channel coefficients drawn randomly from a continuous distribution, the degrees of freedom question, and the validity of the Host-Madsen-Nosratinia conjecture remain open. While the assumptions regarding the channel coefficient values are admittedly artificial, these examples advance our understanding of the key issues involved with the Host-Madsen-Nosratinia conjecture. On the one hand, any attempt to prove the Host-Madsen-Nosratinia conjecture must be reconciled with these special counter examples. On the other hand, to disprove the Host-Madsen-Nosratinia conjecture one could attempt to generalize these counter-examples. In any case, these examples reveal a novel and rather surprising form of interference alignment, motivated by the deterministic channel but directly applicable to the fully connected $K$ user real interference channel.

II. INTERFERENCE ALIGNMENT ON THE DETERMINISTIC INTERFERENCE CHANNEL

Figure 1 illustrates a $3$ user fully connected interference channel model where interference alignment is accomplished in such a manner that each user achieves half of the capacity that he would achieve in the absence of interference. In this figure, transmitter $k$ ($k \in \{1, 2, 3\}$) sends $N + 1$ bits that are numbered $X_0^{[k]}, X_1^{[k]}, \ldots, X_N^{[k]}$ with the understanding that $X_N^{[k]}$ is the most significant bit. Receiver $k$ ($k \in \{1, 2, 3\}$) observes $N + 1$ bits $Y_0^{[k]}, Y_1^{[k]}, \ldots, Y_N^{[k]}$. On the deterministic channel, the channel only shifts the bits by an amount that depends on the SNR of that link [5], [6]. The bits that are shifted above the noise floor are the only bits that are received while the transmitted bits that end up below the noise floor at the receiver are lost. Note that at each receiver, the interference takes the form of an XOR (i.e. a modulo 2 addition) of all the bits.

1) For the same reason, the interference alignment schemes found in this work may not be robust to any channel uncertainty.
received at that level. In the example shown in Figure 1 the outputs for the $k^{th}$ receiver ($k \in \{1, 2, 3\}$) are as follows:

\[
Y_i^{[k]} = X_i^{[k]}, \\
Y_i^{[k]} = X_i^{[k]} + \sum_{j \in \{1, 2, 3\}, j \neq k} X_i^{[j]} + 1, \quad i \in \{0, 1, 2, \cdots, N - 1\}
\]

In other words, the bits of the desired user are received without a shift, but the bits of the interfering users are received with a one bit shift. The interference alignment scheme works as follows. Let each transmitter set the value of all *odd* bit positions as 0. In other words:

\[
X_i^{[k]} = X_3^{[k]} = X_5^{[k]} = \cdots = X_N^{[k]} = 0,
\]

where we assume that $N$ is an odd number. Thus, no information is conveyed through these bits. The remaining bits (i.e. the bits in the even positions) are used such that each bit carries one bit of information. No error control coding is necessary for this deterministic example. Now, because of the shifts imposed by the channels in Figure 1 it is easy to verify that:

\[
Y_i^{[k]} = X_i^{[k]} + 0 + 0 = X_i^{[k]}, \quad \forall i \in \{0, 2, 4, \cdots, N - 1\}
\]

for all $k \in \{1, 2, 3\}$. In other words, each receiver has an interference-free channel to its desired transmitter over all the bits in even positions. Thus, each user is able to use half of their bits to convey information, effectively achieving a rate $(N + 1)/2$ bits/s. Note that in the absence of interference, each user would achieve a rate $N + 1$ bits/s. Thus, in this example, because of the interference alignment, each user achieves half of the capacity that they would achieve in the absence of interference. It is easy to see that this construction works for any number of users, i.e. $K > 3$ as well. All we need is that the channel shifts the desired bits by an even amount and the interfering bits by an odd amount at each receiver.

Note the clear analogy between the deterministic channel construction and the delay example mentioned earlier. A $K$ user interference channel can achieve $K/2$ degrees of freedom if all desired links have an even propagation delay and all interfering links have odd propagation delay, where delay is measured in multiples of a basic symbol duration. Similar to the deterministic case, all transmitters stay silent over odd time slots and transmit only over even time slots and the result is that each receiver is able to hear its desired transmission free from interference over all the even time slots as the interference aligns itself over the odd time slots. The reason for this similarity is clear when we recognize that the shifting of the bits in the deterministic channel is very similar to the propagation delays on the real channel, where the shift happens in time.

Next we return to the question of degrees of freedom of the fully connected $K$ user interference channel with constant and real channel coefficients, no delays and only single antennas at all nodes. We wish to translate the example presented above for the deterministic channel model into an example of interference alignment in the real case. We start with the channel model and the main result.

### III. The Gaussian Interference Channel

We consider the $K$ user interference network described by the input-output equations:

\[
Y_i^{[k]}(t) = \sum_{j=1}^{K} H_i^{[k]} j X_i^{[j]}(t) + Z_i^{[k]}(t)
\]

where at discrete time index $t$, $Y_i^{[k]}(t)$ and $Z_i^{[k]}(t)$ are the channel output and AWGN (respectively) at the $k^{th}$ receiver, $X_i^{[j]}(t)$ is the channel input symbol at the $j^{th}$ transmitter, and $H_i^{[k]}$ is the scalar channel coefficient from the $j^{th}$ transmitter to the $k^{th}$ receiver. All symbols are real and the channel coefficients are fixed. The time index $t$ is suppressed henceforth for compact notation. Note that we are only interested in constant channels as the channel coefficients are not a function of time.

For such a constant interference channel with real and non-zero coefficients, we wish to find out if interference alignment can be accomplished in a manner that $K/2$ degrees of freedom may be achieved. We explore this issue by constructing an interference channel with non-zero channel coefficients that can achieve within a factor $(1 - \epsilon)$ of upperbound of $K/2$ degrees of freedom. In the process, we demonstrate a new kind of interference alignment scheme, that is inspired by the deterministic channel model, but applicable to the AWGN interference network that we consider.

We assume a transmit power constraint $P$ at each transmitter so that:

\[
E[(X_i^{[j]}(t)]^2 \leq P.
\]

The AWGN is normalized to have zero mean and unit variance. $C(P)$ is the sum capacity of the $K$ user interference channel,
and the degrees of freedom are defined as:
\[
    d = \lim_{P \to \infty} \frac{C(P)}{\frac{1}{2} \log(P)}
\]  
(3)

The half in the denominator is because we are dealing with real signals only.

For this channel model we prove the following result.

Theorem 3.1: Given any \( \epsilon > 0 \), there exists a fully-connected \( K \)-user Gaussian interference channel with constant and real coefficients that achieves \( K/2(1 - \epsilon) \) degrees of freedom.

IV. THE INTERFERENCE ALIGNMENT SCHEME

We will use representations of real signals in base \( Q \) to construct the interference alignment scheme. The chosen value of \( Q \) will be elaborated subsequently, but for now the reader may think of \( Q \) as a finite but large and fixed integer multiple of \( K \). We will represent real signals in base-\( Q \) notation using \( Q \)-ary digits, which we denote as "qits". To avoid confusion we will mark the \( Q \)-ary representation as \([\cdot]_Q\).

Consider, for example the signal sent from transmitter \( k \). We write:
\[
    X_i^{[k]} = \left[ \cdots X_3^{[k]} X_2^{[k]} X_1^{[k]} X_0^{[k]} X_{-1}^{[k]} X_{-2}^{[k]} X_{-3}^{[k]} \cdots \right]_Q
\]
where \( X_i^{[k]} \) are, in general, integers with values between 0 and \( Q - 1 \), or equivalently the qits in the Q-ary expansion of the real number \( X_i^{[k]} \). Equivalently, one may write:
\[
    X_i^{[k]} = \sum_{i=-\infty}^{\infty} X_i^{[k]} Q^i
\]

As a first step in the construction we pick the channel coefficients as follows:
\[
    H_{j}^{[k]} = \begin{cases} 
        1, & j = k \\
        0, & j \neq k
    \end{cases}
\]  
(4)

Thus, all channel coefficients between transmitters and receivers that wish to communicate are equal to 1 and all channel coefficients between interfering pairs of transmitters and receivers are equal to \( Q^{-1} = [0,1]_Q \).

The transmitted symbol of user \( j \) is constructed as follows:
\[
    X_i^{[j]} = \left[ \cdots X_3^{[j]} X_2^{[j]} X_1^{[j]} X_0^{[j]} X_{-1}^{[j]} X_{-2}^{[j]} X_{-3}^{[j]} \cdots \right]_Q
\]
\[
    = \left[ X_{2N-2}^{[j]} 0 X_{2N-4}^{[j]} 0 X_{2N-6}^{[j]} 0 \cdots X_2^{[j]} 0 X_0^{[j]} 0 \right]_Q
\]  
(5)

In other words \( X_i^{[j]} = 0 \) if \( j \notin \{0, 2, 4, \cdots, 2N - 2\} \). The same construction is used for all transmitters. Thus, the only information in the transmitted symbol \( X_i^{[j]} \) lies in the \( N \) qits that are non-zero and occupy the even places above the decimal.

Even though a base-Q representation allows all integer values between 0 and \( Q - 1 \) for the qits, we place the constraint that all transmitted qits lie between 1 and \( \frac{Q}{K} - 1 \). This is done to avoid carry over from one qit to another when the interfering signals add at the receivers. Mathematically,
\[
    X_i^{[k]} \in X \triangleq \{1, 2, \cdots, \frac{Q}{K} - 1\}, \quad \forall k \in \{1, 2, \cdots, K\}, \forall i \in \{0, 2, 4, \cdots, 2N - 2\}.
\]

In particular, our coding scheme will induce an i.i.d. uniform distribution over \( X \) on these \( X_i^{[k]} \), \( \forall k \in \{1, 2, \cdots, K\}, \forall i \in \{0, 2, 4, \cdots, 2N - 2\} \).

Note that this construction establishes a functional relationship between \( P \) and \( N \) as:
\[
    P = \mathbb{E} \left( \sum_{i=0}^{N-1} X_{2i}^{[j]} Q^{2i} \right)^2
\]  
(6)

While one can explicitly calculate the exact dependence between \( P \) and \( N \), for the degree of freedom calculation it suffices to note that:
\[
    \log_Q(P(N)) = 4N + o(N)
\]  
(7)

where \( f(x) = o(g(x)) \) denotes that \( \lim_{x \to \infty} \frac{f(x)}{g(x)} = 0 \). We focus on the scaling with \( N \) rather than \( Q \) because for the degrees of freedom innerbound in this paper, we fix \( Q \) and let \( N \) approach infinity. This is done so that the channel coefficients, which depends on \( Q \) alone, are held constant and the transmit power \( P \), which depends on \( N \) as well, goes to infinity. Note that this is the typical setting for a degree of freedom characterization, i.e., the channel coefficients must be held fixed and only the power goes to infinity.

Both the rates and the transmit power are expressed in terms of \( N \) so that the following innerbound can be calculated.
\[
    d \geq \lim_{N \to \infty} \frac{\sum_{k=1}^{K} R_{[k]}(P(N))}{\frac{1}{2} \log_Q(P(N))}
\]  
(8)

where \( R_{[k]} \) is the rate achievable by user \( K \) with transmit power \( P(N) \) under our achievability scheme. For the remainder of this section we will focus on the achievable sum rate.

The key idea for achieving \( K/2 \) degrees of freedom is interference alignment. What enables interference alignment in our setting is that multiplication by \( Q^{-1} \) shifts the decimal point in the Q-ary representation \( (X_i^{[j]})_Q \) by one place to the right. Thus, an interfering signal reaches a receiver shifted by one qit. For example, consider the signal from transmitter 2 as received at receiver 1:
\[
    H_{1}^{[2]} X_{2}^{[2]} = \left[ X_{2N-2}^{[2]} 0 X_{2N-4}^{[2]} 0 X_{2N-6}^{[2]} 0 \cdots X_2^{[2]} 0 X_0^{[2]} 0 \right]_Q
\]  
(9)

Except for transmitter 1, every other transmitter’s signal goes through this shift as it reaches receiver 1. Because of the shift, the information carrying qits of the desired signal \( X_i^{[1]} \) are aligned with the zero padding bits of all interfering signals \( H_{1}^{[j]} X_{j}^{[j]} \) where \( j \neq 1 \). The precise details of the construction and the degrees of freedom calculation are presented next.
Because of the symmetry of the construction, we focus without loss of generality on Receiver 1. The received signal at Receiver 1 is expressed as:

\[ Y^{[1]} = \sum_{i=0}^{N-1} X_2^{[i]} Q^{2i} + \sum_{i=0}^{N-1} \left( \sum_{k=2}^{K} X_2^{[k]} \right) Q^{2i-1} + Z^{[1]} \]

Let us define an artificial signal \( \bar{Y}^{[1]} \) which is a noise-free version of the actual received signal.

\[ \bar{Y}^{[1]} = \sum_{i=0}^{N-1} X_2^{[i]} Q^{2i} + \sum_{i=0}^{N-1} \left( \sum_{k=2}^{K} X_2^{[k]} \right) Q^{2i-1} \]

Note that because the maximum value of a transmitted qit is only \( Q - 1 \), the addition of the interference qits in \( \bar{Y}^{[1]} \) does not produce a carry over. In other words, the addition of real interference signals is exactly equivalent to the modulo \( Q \) addition of the corresponding qits. However, in the actual received signal \( Y^{[1]} \) because the noise can take all values (positive or negative), the presence of noise can produce carry overs. As we show next, this is not an issue in the asymptotic regime addressed by degrees of freedom. We proceed as follows.

**Lemma 4.1:** For the construction specified above, if for any positive integer \( m \leq N-1 \),

\[ |Z^{[1]}| < Q^{2m} \]

then

\[ Y^{[1]} = \bar{Y}^{[1]}, \forall i > 2m. \]

**Proof:** Consider first the case that the noise term \( Z^{[1]} \) is negative. Now, because \( X_2^{[2m]} \geq 1 \), we have

\[ \left[ \left( Y^{[1]} \right)^{2m} \cdots \left( Y^{[1]} \right)^{0} \right]_Q \geq Q^{2m} \]

\[ \Rightarrow \left[ \left( Y^{[1]} \right)^{2m} \cdots \left( Y^{[1]} \right)^{0} \right]_Q + Z^{[1]} \geq 0 \]  \hspace{1cm} (11)

Therefore, since the least significant 2m qits of \( Y^{[1]} \) already dominate the noise term the subtraction of noise does not affect the more significant qits above 2m.

Next consider the the case that the noise term \( Z^{[1]} \) is negative. Now, because \( X_2^{[2m]} \leq \frac{Q}{K} - 1 \), we have

\[ \left[ \left( Y^{[1]} \right)^{2m} \cdots \left( Y^{[1]} \right)^{0} \right]_Q < \left( \frac{Q}{K} \right) Q^{2m} \]

\[ \Rightarrow \left[ \left( Y^{[1]} \right)^{2m} \cdots \left( Y^{[1]} \right)^{0} \right]_Q + Z^{[1]} < \left( \frac{Q}{K} + 1 \right) Q^{2m} < Q^{2m+1} \]  \hspace{1cm} (13)

Thus, the addition of noise and the least significant 2m qits of \( Y^{[1]} \) does not produce a value high enough to affect the more significant qits above 2m.

**Corollary 4.2:**

\[ \lim_{N,m \to \infty, m \leq N-1} I \left( X_2^{[2m]}; Y^{[1]} \right)_{2m} = \log_Q \left( \frac{Q}{K} - 1 \right) \]  \hspace{1cm} (14)

where \( Y^{[1]} \) represents the \( i \)-th qit in the Q-ary expansion of \( Y^{[1]} \).

**Proof:** The proof follows directly from Lemma 4.1. For any positive integer \( m \leq N-1 \),

\[ \Pr \left( Y^{[2m]}_2 \neq Y^{[2m]}_1 \right) \leq \Pr \left( |Z^{[1]}| > Q^{2m} \right) \]

Taking limits \( N,m \to \infty \), the right hand side approaches zero. Finally, note that \( \bar{Y}^{[2m]}_1 = X^{[2m]}_2 \).

Let us denote by \( R^{[1]} \), the rate achieved by user 1, by encoding in time over the qits \( X^{[1]}_i(t) \), \( i \in \{0, 2, 4, \cdots, 2N-2 \} \) with an independent and uniform distribution on each qit over the set \( \{1, 2, \cdots, Q/K-1\} \). This achievable rate may be expressed as:

\[ R^{[1]} = I(X^{[1]}; Y^{[1]}) \]

\[ \geq \sum_{m=0}^{N-1} I(X^{[2m]}_2; Y^{[1]} \mid 2m) \]  \hspace{1cm} (15)

From Corollary 4.2 it follows that

\[ \lim_{N \to \infty} \frac{1}{N} \sum_{m=0}^{N-1} I(X^{[2m]}_2; Y^{[1]} \mid 2m) = \log_Q \left( \frac{Q}{K} - 1 \right) \]

Thus, we can write,

\[ R^{[1]} = N \log_Q \left( \frac{Q}{K} - 1 \right) + o(N) \text{ qits/sec} \]  \hspace{1cm} (17)

\[ \geq N(1 - \log_Q(2K)) + o(N) \text{ qits/sec} \]  \hspace{1cm} (18)

where we used the assumption \( Q > 2K \) to simplify the expression. By symmetry the same arguments can be made for each user and we have:

\[ \sum_{k=1}^{K} R^{[k]}(P(N)) = NK(1 - \log_Q(2K)) + o(N) \text{ qits/sec} \]  \hspace{1cm} (19)

Substituting (8) and (19) into (9) we have

\[ d \geq \lim_{N \to \infty} \frac{NK(1 - \log_Q(2K)) + o(N)}{\frac{1}{2} (4N + o(N))} \]

\[ = \frac{K}{2} (1 - \log_Q(2K)) \]

\[ \geq \frac{K}{2} (1 - \epsilon) \]  \hspace{1cm} (22)

for \( Q > (2K)^{1/\epsilon} \). Thus, for any given \( \epsilon \) we are able to construct a \( K \) user interference channel with constant channel coefficients that can achieve \( \frac{K}{2} (1 - \epsilon) \) degrees of freedom.

We conclude this section with an observation about the choice of the channel coefficients in (4). Note that for the interference alignment achieved in this section, it also suffices if we pick

\[ H^{[k,j]} = \begin{cases} 
Q^{n_{k,j}}_0, & j = k \\
Q^{n_{k,j}}_k, & j \neq k
\end{cases} \]  \hspace{1cm} (23)

where \( n_{k,j} \) and \( n_{k,j}^{[k,j]} \) are any even and odd integer values, respectively. In other words it suffices if the channel shifts the inputs by an even amount on the desired links and by an odd amount on the interference links (or vice versa). Note that it does not matter whether \( n_{k,j}^{[k,j]} \) and \( n_{k,j}^{[k,j]} \) are positive or
negative integers. Thus, one can create examples where either the desired or the interference channels are stronger. In both cases examples can be constructed that achieve within \( \epsilon \) of \( K/2 \) degrees of freedom.

V. CONCLUSION

We proposed an interference alignment example for the deterministic model of the \( K \) user interference channel. The deterministic model leads to the first known example of a fully connected \( K \) user Gaussian interference channel where all channel coefficients are real, non-zero constants and where \( K/2 - \epsilon \) degrees of freedom may be achieved for any \( \epsilon > 0 \). The example is also interesting as it shows explicitly how the deterministic channel model translates to coding schemes for the real Gaussian interference channel at high SNR.

Another aspect of the example that is interesting is the analogy between the deterministic channel and the propagation delay example previously proposed in [2], [9]. The shifting of the qits in the deterministic channel model is analogous to the propagation delay which shifts the signal in time. In both cases, using an even/odd shift construction one is able to create interference channel scenarios that achieve the outerbound on the degrees of freedom. For the delay example, it is interesting to note that even if the delays are chosen randomly from a continuous distribution, one can ensure, with probability one, that the even/odd delay configuration needed for interference alignment is realized by choosing the basic symbol duration small enough [9]. Thus, in the delay example, \( K/2 \) degrees of freedom are achieved with probability one, even with random delays. The analogy between delay and deterministic channel shifts hints at the interesting possibility that it may be possible to use a similar argument on the deterministic channel, and hence on the real Gaussian interference channel as well.

Lastly, notice that delay based examples have been constructed for the 2 user \( X \) channel as well [4]. These examples can also be easily converted into deterministic channel examples and by similar arguments into fully connected Gaussian \( X \) channel with real coefficients. Thus we also have the first known example of a fully connected \( X \) channel with single antenna nodes and real non-zero and constant channel coefficients where the upperbound on the degrees of freedom is achieved.
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