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Abstract—This paper deals with the auxiliary noise-based methods for active noise control (ANC) systems with online secondary path modeling (SPM). The proposed method comprises two adaptive filters: the modified Filtered-X normalized least-mean-square algorithm-based ANC filter, and the normalized least-mean-square algorithm-based SPM filter excited by auxiliary noise. The auxiliary noise injected for online SPM, degrades the noise-reduction performance of the ANC system. A two-stage gain scheduling strategy is proposed to vary power of the auxiliary noise. In the first stage the gain is varied on the basis of the error signal of SPM filter, and in the second stage the gain is varied on the basis of the correlation estimate of the two adjacent samples of the error signal of SPM filter. The main idea is to inject large-power auxiliary noise at the start up or when a change in the acoustic paths is detected, and to reduce the power as the system converges. The proposed method achieves a fast convergence of the SPM filter and gives a robust performance in the presence of strong perturbation in acoustic paths. Furthermore, the proposed method improves the noise-reduction performance at steady-state even in the presence of an uncorrelated disturbance at the error microphone. Moreover, the improved performance is achieved at a lower computational cost as compared with a recent method proposed in [A. Carini, and S. Malatini, “Optimal variable step-size NLMS algorithms with auxiliary noise power scheduling for feedforward active noise control,” IEEE Trans. Audio, Speech Lang. Process., vol. 16, no. 8, pp. 1383–1395, Nov. 2008]. Extensive simulations are carried out to verify the effectiveness of the proposed method.

Index Terms—Active noise control (ANC), auxiliary-noise-power scheduling, online secondary path modeling.

I. INTRODUCTION

ACTIVE noise control (ANC) systems are employed for attenuating the low frequency acoustic noise by generating an anti-noise with the help of a controlled secondary source (loudspeaker) [1], [2]. In ANC systems, the most widely used adaptive algorithm is Filtered-X-LMS (FXLMS) algorithm [3], due to its robustness. The implementation of FXLMS algorithm requires the secondary path model $\hat{s}(n)$ (see Fig. 1). The effect of estimation error in model of secondary path on the performance of FXLMS algorithm is studied in [3]–[7]. This model can be obtained offline, however, online modeling is needed to cope with the time-varying nature of acoustic paths. The basic method for ANC systems with online secondary path modeling (SPM) is proposed by Eriksson et al. The block diagram of Eriksson's method [8] is shown in Fig. 1, where $x(n)$ is the input reference signal picked by the reference microphone, $e(n)$ is the residual error signal measured by the error microphone, $\mathbf{p}(n)$ denotes the impulse response vector for the primary path from the reference microphone to the error microphone, $\mathbf{w}(n)$ represents the impulse response vector of ANC filter, and $\hat{y}(n) = \mathbf{w}(n)^H \mathbf{x}(n)$ is the output of $\mathbf{w}(n)$, where $\mathbf{x}$ represents the convolution operation. In order to account for $180^\circ$ phase shift, the sign of $y(n)$ is changed before it is applied to the input of $\hat{s}(n)$.

Assuming $v_1(n) = 0$, the residual error signal at the error microphone, $e(n)$, is given as

$$e(n) = (d(n) - y'(n)) + v_2'(n),$$  

where $d(n) = p(n)^H x(n)$ is the output of $\mathbf{p}(n)$, $y'(n) = s(n) * y(n)$, and $v_2'(n) = s(n) * v_2(n)$ are outputs of $\hat{s}(n)$ corresponding to input $y(n)$ and $v_2(n)$, respectively.

In Eriksson's method $G(n) = 1$, and for $G(n)$ is included in Fig. 1 for consistency with other block diagrams in the paper. The error signal of $\hat{s}(n)$, $f(n)$, is computed as

$$f(n) = v(n) - 2 \hat{v}(n) = (d(n) - y'(n)) + (v_2(n) - \hat{v}(n)).$$

where $\hat{v}(n) = s(n) * v_2(n)$ is output of $\hat{s}(n)$.

A fixed power auxiliary noise (note $G(n) = 1$ in Eriksson’s method) degrades the noise-reduction performance of ANC...
system at steady-state. The improvements in Eriksson’s method can be found in [9]–[20]. As in Eriksson’s method, the methods proposed in [9]–[12] use auxiliary noise with fixed variance in all operating conditions. In order to achieve the conflicting requirements of fast convergence of $\hat{s}(n)$ and reduced residual error power in steady-state, a strategy for auxiliary-noise-power (ANP) scheduling is proposed in [13] for frequency domain ANC systems. In [14], ANP is varied on the basis of convergence status of the ANC system and the power of input reference signal. In [15], Akhtar et al. extended their previous work [12] and incorporated a strategy for ANP scheduling to improve the noise-reduction performance. Recently, Carini et al., proposed a self-tuning strategy for ANP scheduling [16], and employed this strategy along with the optimal normalized step-size parameters for the adaptive filters $w(n)$ and $\hat{s}(n)$ [17]. The analysis of online SPM with ANP scaled by one-sample-delayed residual error signal is given in [18]. A novel On/Off switching strategy for auxiliary noise is proposed in [19] where injection of the auxiliary noise is suspended after convergence of $\hat{s}(n)$, and is resumed when perturbation in acoustic paths is detected. In [20], two methods are proposed for ANP variation. The first method improves the On/Off switching strategy of [19] by reducing the number of empirically selected threshold parameters, and gives a clear criterion for suspending/resuming the injection of auxiliary noise. The second method in [20] can effectively track the variations in acoustic paths, however, the gain is upper bounded by the input reference signal power, and ANC system may become unstable for strong perturbations in the acoustic paths. In this paper we propose a new gain scheduling strategy to vary ANP, which

1) improves the convergence speed of the $\hat{s}(n)$,
2) improves the noise-reduction performance of ANC system in steady-state,
3) improves the performance of ANC system in the presence of uncorrelated WGN at error sensor,
4) makes the ANC system more robust, so that it should remain stable even for very strong perturbations in acoustic paths, and
5) reduces the computational cost of the algorithm compared to Carini’s method.

The rest of the paper is organized as follows. Section II gives a brief overview of Carini’s method, and Section III contains the description of the proposed method and computational complexity analysis. Section IV explains the simulation results followed by the concluding remarks given in Section V.

II. EXISTING METHOD

A. Carini’s Method

The block diagram of Carini’s method is shown in Fig. 2, where: 1) a self-tuning ANP scheduling strategy is proposed, 2) optimal normalized step-size parameters are employed for adaptation of $w(n)$ and $\hat{s}(n)$, and to estimate optimal value of step-size $\mu_a(n)$ for $\hat{s}(n)$, a delay-coefficient technique [21] based on delay $D$ is employed. In Fig. 2, $\hat{s}_A(n) = [\hat{s}_0(n) \; \hat{s}(n)]^T$ is a vector of length $D + L_{\alpha}$, where $D$ and $L_{\alpha}$ are the lengths of $\hat{s}_0(n)$, and $\hat{s}(n)$, respectively.

The self-tuning ANP scheduling strategy is such that the ratio $R(n)$ given by

$$R(n) = \frac{E \left[ (d(n) - y'(n))^2 \right]}{E \left[ (v'_p(n))^2 \right]} = \text{constant} \quad \forall n,$$  \hspace{1cm} (3)

is kept constant in every operating conditions, where $E[\cdot]$ is the expectation operator. The gain, $G(n)$, is computed as

$$G(n) = \sqrt{\frac{P_e(n)}{(R + 1)P_k(n)}},$$ \hspace{1cm} (4)

where powers $P_e(n)$ and $P_k(n)$ are estimated using low pass estimator, respectively, as

$$P_e(n) = \lambda P_e(n-1) + (1 - \lambda)c^2(n),$$ \hspace{1cm} (5)

$$P_k(n) = \lambda P_k(n-1) + (1 - \lambda)s^T(n)\hat{s}(n),$$ \hspace{1cm} (6)

where $0.9 < \lambda < 1$ is a forgetting factor.

A heuristic approach is used to estimate the optimal step-size parameter, $\mu_w (n)$, as

$$\mu_w(n) = \frac{\hat{N}_w(n)}{P_k(n)\hat{x}(n)\hat{x}(n)^T}$$ \hspace{1cm} (7)

where $\hat{x}(n) = [\hat{x}(n), \hat{x}(n-1), \ldots \hat{x}(n-L_w + 1)^T$ is the input filtered-reference signal vector, $L_w$ is the filter tap-weight length, $\hat{x}(n) = \hat{s}(n)^*x(n)$ is the filtered-reference signal, $P_k(n)$ is the power of the error signal $k(n)$ that can be obtained by using estimator of type (5), and $\hat{N}_w(n)$ is computed as

$$\hat{N}_w(n) = \lambda \hat{N}_w(n-1) + (1 - \lambda)k(n)\hat{m}(n)\hat{x}(n),$$ \hspace{1cm} (8)

where $\hat{m}(n)$ is computed as

$$\hat{m}(n) = \frac{\lambda \hat{m}(n-1) + (1 - \lambda)k(n)\hat{x}(n)}{\hat{x}(n)\hat{x}(n)^T},$$ \hspace{1cm} (9)

and $\lambda$ is selected in the range $[0.6, 0.9]$. 

Fig. 2. Block diagram of Carini’s method for ANC systems with online secondary path modeling.
Finally, the step-size parameter $\mu_s(n)$ for extended length modeling filter $\hat{s}_A(n)$ is computed as

$$
\mu_s(n) = \begin{cases} 
\frac{\hat{N}_s(n)}{P_f(n)} & \text{if } \frac{\hat{N}_s(n)}{P_f(n)} > \mu_{\text{sm.n}} \\
\bar{\mu}_{\text{sm.n}} & \text{otherwise} 
\end{cases} 
$$

(10)

where

$$
\hat{N}_s(n) = \lambda \hat{N}_s(n-1) + \frac{1 - \lambda}{D} \left( \bar{s}_G^T \bar{s}_G \|\bar{s}_G\|^2 \bar{y}_{s,t_z+n_i}(n) \right),
$$

(11)

and $\bar{y}_{s,t_z+n_i}(n) = [y_s(n) - y_s(n-1), \ldots, y_s(n - L_s - D + 1)]^T$ is the input signal vector of $\hat{s}_A(n)$.

Several remarks regarding Carini’s method are given below:

- The first part of $\hat{s}_A(n)$, i.e., $\bar{s}_G(n)$, is to model the artificially introduced delay $z^{-D}$, so after the convergence of ANC system, the term $\bar{s}_G^T \bar{s}_G(n)$ in (11) is very small (ideally zero). The perturbation in acoustic paths would cause an increase in the power of $\hat{s}_A(n)$, so the term $P_f(n)$ in the denominator of (10) will drive the condition $\hat{N}_s(n)/P_f(n) > \mu_{\text{sm.n}}$, to be false, and hence the step-size for $\hat{s}_A(n)$ will be determined by $\bar{\mu}_{\text{sm.n}}$. The step-size for SPM filter stays at small value even if there is a perturbation in the acoustic paths, thus resulting in a poor tracking performance. Here $\mu_{\text{sm.n}}$ is used to avoid freezing completely the adaptation in these conditions.

- The ratio $R(n)$ in (3) is constant in all operating conditions (The value of the constant is selected as 1 for Carini’s method). This means, that $E[(v_{g}^2(n))^2] = E[(d(n) - y'(n))^2]$ is always satisfied. From Fig. 2, $E[(v_{g}^2(n))^2] = G^2(n)\|s(n)\|^2$, therefore the gain $G(n)$ at steady-state is proportional to $\sqrt{E[(d(n) - y'(n))^2]}$. After the convergence of ANC system: 1) the step-size for $\hat{s}_A(n)$ is determined by $\bar{\mu}_{\text{sm.n}}$, and 2) the input signal power for $\hat{s}_A(n)$ is determined by the $E[(d(n) - y'(n))^2]$. These two conditions results in slow convergence of SPM filter, when there is a perturbation in the acoustic paths.

- The presence of uncorrelated disturbance, $\nu_s(n)$, at the error microphone contributes to the power of residual error signal, $P_e(n)$. The signal $\nu_s(n)$ with large variance results in large value of the gain $G(n)$ (see (4)), thus degrades the noise-reduction performance.

- The overall computational complexity of Carini’s method is very high. The high computational cost is mainly due to the online estimation of optimal normalized step-size parameters for ANC filter and SPM filter.

III. PROPOSED METHOD

The block diagram of the proposed method is shown in Fig. 3, where a delay $z^{-1}$, power estimation, norm calculation, and gain controller blocks are used to realize the proposed ANP scheduling strategy. From (1), $E[e^2(n)}$ can be written as follows

$$
E[e^2(n)} = E[(d(n) - y'(n))^2] + E[(v_{g}^2(n))^2],
$$

(12)

where

$$
E[(v_{g}^2(n))^2] = G^2(n)\|s(n)\|^2 E[\nu^2(n)] = G^2(n)\|s(n)\|^2,
$$

(13)

where $E[\nu^2(n)] = 1$, (note that $\nu(n)$ is a zero-mean unit variance WGN). It is evident from (12) and (13) that the time-varying gain $G(n)$ can be employed to control the contribution of $E[(v_{g}^2(n))^2]$ to $E[e^2(n)}$. In the proposed approach the gain $G(n)$ is computed such that the ratio $R(n)$ (defined in (3)) is time-varying. As long as $s(n)$ is away from $\bar{s}(n)$, the ratio $R(n)$ is lower than 0 dB guaranteeing fast convergence of SPM filter. The fast convergence of SPM filter is desirable, because accurate model of $s(n)$ is needed for modified Filtered-X normalized least-mean-square (MFXNLM) algorithm-based adaptation of ANC filter. After convergence of the SPM filter, $R(n)$ becomes greater than 0 dB ensuring that...
which in turn improves the noise-reduction performance.

A. Gain Scheduling Strategy of the Proposed Method

We propose a two-stage strategy to compute the time-varying gain, $G(n)$.

Stage 1: When the ANC system is far from steady-state i.e., when $P_f(n) > P_x(n)$. This situation can occur

- at the start-up of ANC system, and
- when there is a strong perturbation in the acoustic paths.

Stage 2: When the ANC system is close to steady-state i.e., when $P_f(n) < P_x(n)$.

The subsequent subsections will explain each of these stages one by one.

Stage 1: $P_f(n) > P_x(n)$, when the ANC system is far from steady-state.

The error signal, $f(n)$ (see (2)), of $\hat{s}(n)$ has two parts: first part $d(n) - y'(n)$ carries information about the convergence of the ANC filter $\hat{w}(n)$, and acts as an interference to the adaptation of the SPM filter. The second part $v_f'(n) - \hat{v}_f'(n)$ plays exactly reverse role, i.e., carries information about the convergence of $\hat{s}(n)$ and acts as an interference for $w(n)$. The power of the error signal of $\hat{s}(n)$, $f(n)$, can be written as:

$$P_f(n) = P_{d-w}(n) + P_{v_f-w}(n).$$

where $P_{d-w}(n)$ denotes the estimate of the power of the desired term $d(n) - y(n)$ in the error signal of $\hat{s}(n)$, and $P_{v_f-w}(n)$ denotes the estimate of the power of the desired term $v_f'(n) - \hat{v}_f'(n)$ in the error signal of $\hat{s}(n)$. At this stage, the interference term $d(n) - y(n)$ for $\hat{s}(n)$ is strong, therefore the gain $G(n)$ is varied in accordance with 1) the convergence status of $\hat{w}(n)$ (power of interference term $P_{d-w}(n)$), 2) the convergence status of $\hat{s}(n)$, and is computed by making the power $P_{\hat{w}}(n)$ to be equal to the power $P_f(n - 1)$. In the case of ANC systems, the signal $v_f'(n)$ is not accessible, therefore the following condition

$$P_{\hat{w}}(n) = P_f(n - 1),$$

is forced, where $P_f(n - 1)$ is estimated online using estimator of type (5), and $P_{\hat{w}}(n)$ can be expressed as

$$P_{\hat{w}}(n) \approx G^2(n) \| \hat{s}(n) \|^2 E[\hat{w}(n)] = G^2(n) \| \hat{s}(n) \|^2.$$ 

Equating the right hand sides of (15) and (16), and solving for $G(n)$, we get

$$G(n) = \sqrt{\frac{P_f(n - 1)}{\| \hat{s}(n) \|^2}} = \sqrt{\frac{P_{d-w}(n - 1) + P_{v_f-w}(n - 1)}{\| \hat{s}(n) \|^2}}.$$  

As long as $\hat{s}(n)$ is away from $s(n)$, the gain $G(n)$ will keep on increasing due to the presence of the term $P_{v_f-w}(n - 1)$ in $P_f(n - 1)$. This will ensure fast convergence of $\hat{s}(n)$ and result in the ratio $H(n) < 0$ dB. When $\hat{s}(n) \rightarrow s(n)$, $\hat{v}_f'(n) \rightarrow v_f'(n)$, and $f(n) \rightarrow (d(n) - y(n))$, the positive feedback scenario for the gain $G(n)$ will automatically break up and the ratio $H(n) \rightarrow 0$ dB.

Stage 2: $P_f(n) \leq P_x(n)$, when the ANC system is close to steady-state.

If only (17) is used for computing gain, $G(n)$, then the maximum performance we can achieve in steady-state can result in $R(n) = 0$ dB. However, to have improved noise-reduction performance in steady-state, it is desirable to have $R(n) > 0$ dB. When the condition $P_f(n) < P_x(n)$ is satisfied, the ANC system is close to steady-state, and in this case the gain $G(n)$ is computed as

$$G(n) = \begin{cases} \sqrt{\frac{P_x(n)}{P_c}}, & \beta(n) > \frac{P_x(n)}{P_c} \\ \beta(n), & \text{otherwise} \end{cases}$$  

where $P_c$ denotes the power of $v(n)$, which is a positive constant set to one, and the time-varying parameter $\beta(n)$ is computed as

$$\beta(n) = \alpha \beta(n - 1) + \gamma(n) \left( \frac{P_{fa}(n)}{P_c} \right)^2,$$

where $0 < \alpha < 1$ and $\gamma(n) > 0$ are controlling parameters, and $P_{fa}(n)$ is the estimate of $E[f(n)f(n-1)]$ (autocorrelation between $f(n)$ and $f(n-1)$) being computed as

$$E[f(n)f(n-1)] \approx P_{fa}(n) = \lambda P_{fa}(n - 1) + (1 - \lambda) f(n)f(n - 1).$$

When switching occurs from first stage of gain scheduling to second stage, the condition $\beta(n) > (P_x(n)/P_c)$ may be true. In such a situation if we make $G(n) = \beta(n)$ then a large value of $\beta(n)$ will result in large value of $G(n)$, thus resulting in a large value of the interference term $(v_f'(n) - \hat{v}_f'(n))$ in the error signal of $\hat{w}(n)$. This may result in the divergence of $\hat{w}(n)$ and hence the whole ANC system. In order to avoid such a situation the value of the $G(n)$ is upper bounded by the input reference signal power, $P_x(n)$, until the condition $\beta(n) > (P_x(n)/P_c)$ is false; otherwise the gain will follow the variation of $\beta(n)$.

In the presence of an uncorrelated disturbance $v_a(n)$ at the error microphone $E[f(n)f(n-1)]$ can be expressed as

$$E[f(n)f(n-1)] = E[(d(n) - y'(n))(d(n-1) - y'(n-1))] + E[v_f'(n) - \hat{v}_f'(n)](v_f'(n-1) - \hat{v}_f'(n-1)) + E[v_a(n)v_a(n-1)].$$

where $E[v_a(n)v_a(n-1)] = 0$ as $v_a(n)$ is assumed as zero mean WGN. Thus the correlation $E[f(n)f(n-1)]$, and hence $P_{fa}(n)$ is independent of the uncorrelated disturbance signal $v_a(n)$. In (21) a delay of at least $K_s$ samples is needed for correlation term corresponding to $v_a(n)$ to vanish [10]. It is worth mentioning that, in the presence of an uncorrelated disturbance $v_a(n)$, the gain $G(n)$ computed using instantaneous energy of the signal $f(n)$ has large steady-state value [22]. Therefore employing $P_{fa}(n)$ in computing $\beta(n)$ and hence gain $G(n)$ results in small steady-state gain even in the presence of $v_a(n)$ at the error microphone.

For a typical simulation the effect of $\gamma(n)$ on the modeling error $\Delta S(n)$ (as defined later in (30)) and ANP $E[|v_f'(n)|^2]$...
Fig. 4. Effect of different values of $\gamma$ on (a) Relative modeling error, $\Delta S(n)$ (dB) (b) Auxiliary-noise-power, $E[(v'_g(n))^2]$ (dB); $\gamma_{\text{max}} = 0.9$, $\gamma_{\text{min}} = 0.3$, $\gamma(n)$ as defined in (22). (At $n = 5 \times 10^4$, there is a perturbation in acoustic paths).

is studied in Fig. 4. If there is a perturbation in the acoustic paths, large value of $\gamma(n)$ is desirable to have good modeling accuracy. However a large value of $\gamma(n)$ at steady-state would result in a large value for $E[(v'_g(n))^2]$, and thus degrades the noise-reduction performance (see (12)). On the other hand, a small value of $\gamma(n)$ reduces the contribution of $E[(v'_g(n))^2]$, but the performance is not good in terms of $\Delta S(n)$. In order to meet the conflicting requirements of a small steady-state value for $E[(v'_g(n))^2]$, and a good modeling accuracy, the value of $\gamma(n)$ in (19) is made adaptive and is computed as

$$
\gamma(n) = \rho(n)\gamma_{\text{min}} + (1 - \rho(n))\gamma_{\text{max}}. \quad (22)
$$

where $\rho(n) = P_f(n)/P_e(n)$ and is varying between 0 and 1 (the variation of $\rho(n)$ is explained later). In steady-state, $\rho(n) \rightarrow 1 \Rightarrow \gamma(n) \rightarrow \gamma_{\text{min}}$, resulting in lower steady-state value of $E[(v'_g(n))^2]$, and hence improving the noise-reduction performance. Any perturbation in the acoustic paths would cause $\rho(n) \rightarrow 0$, and hence $\gamma(n) \rightarrow \gamma_{\text{max}}$.

B. Variation of $\rho(n)$ in the Proposed Method

For all methods discussed in this paper, a two phase of operation is considered. In the first phase, $w(n)$ is in a sleep state and only $\hat{s}(n)$ is active. In the second phase, both $w(n)$ and $\hat{s}(n)$ are in operation.

- **First phase (only SPM filter is active)**

  In the first phase, the output $y(n) = 0$, (as $w(n)$ is in sleep state), therefore, $\rho(n)$ can be expressed as

  $$
  \rho(n) = \frac{P_f(n)}{P_e(n)} = \frac{E[(d(n))^2] + E[(v'_g(n) - \bar{v}'_g(n))^2]}{E[(d(n))^2] + E[(v'_g(n))^2]}. \quad (23)
  $$

  At the start-up of ANC system, $\rho(0) = P_f(0)/P_e(0) = 1$, and as the SPM filter converges $\hat{s}(n) \rightarrow s(n) \Rightarrow \hat{v}'_g(n) \rightarrow v'_g(n)$, and hence value of $\rho(n)$ decreases. The value of $\rho(n)$ at the end of first phase depends upon the duration of the initial phase, and the primary residual noise power, $b[(d(n))^2]$.

- **Second phase (both $\hat{s}(n)$ and $w(n)$ are active)**

  In this phase both adaptive filters $\hat{s}(n)$ and $w(n)$ are in operation, and hence $\rho(n)$ can be expressed as

  $$
  \rho(n) = \frac{P_f(n)}{P_e(n)} = \frac{E[(d(n) - y(n))^2] + E[(v'_g(n) - \bar{v}'_g(n))^2]}{E[(d(n))^2] + E[(v'_g(n))^2]}. \quad (24)
  $$

  where $E[(v'_g(n) - \bar{v}'_g(n))^2] < E[(v'_g(n))^2]$, and $E[(d(n) - y(n))^2]$ decreases as $w(n)$ converges. As stated earlier, the gain $G(n)$ will keep on increasing as long as $\hat{s}(n)$ is far from $s(n)$. This situation can occur at the start-up of ANC system or when there is a perturbation in the acoustic paths. The positive feedback action for the gain $G(n)$ results in $E[(v'_g(n))^2] > E[(d(n) - y'(n))^2]$, and this will result in a fast convergence of the SPM filter, and $\rho(n)$ decreases towards zero (see (24)). A kind of positive feedback scenario for the gain $G(n)$ will break up automatically when $\hat{s}(n) = s(n)$, because now the term $v'_g(n)$ will be cancelled out by $\bar{v}'_g(n)$. After the convergence of $\hat{s}(n)$, the gain $G(n)$ reduces to a much lower value resulting in $E[(v'_g(n))^2] \ll E[(d(n) - y'(n))^2]$, and $E[(v'_g(n) - \bar{v}'_g(n))^2] \ll E[(d(n) - y'(n))^2]$, so $P_f(n) \rightarrow P_e(n)$, and hence, $\rho(n)$ in steady-state is given as

  $$
  \lim_{n \rightarrow \infty} \rho(n) = \frac{P_f(n)}{P_e(n)} \approx \frac{E[(d(n) - y'(n))^2]}{E[(d(n) - y'(n))^2]} \approx 1. \quad (25)
  $$

C. Step-Size Variation

In contrast to Carini’s method, in the proposed method normalized step-sizes (instead of optimal normalized step-sizes) are employed for $w(n)$ and $\hat{s}(n)$. This reduces the computations required to estimate the optimal step-size parameters. The weight update equation for $w(n)$ is given by

$$
\dot{w}(n+1) = \dot{w}(n) + \mu_w(n)\dot{s}(n)\hat{z}'(n), \quad (26)
$$

where $\hat{z}'(n) = [\hat{x}'(n), \hat{x}'(n-1), \ldots \hat{x}'(n-L_w + 1)]^T$ is the input filtered-reference signal vector, $\hat{x}'(n) = \hat{s}(n) \ast x(n)$ is the output of $\hat{s}(n)$ for input $x(n)$, $k(n)$ is the error signal, and $\mu_w(n)$ is the normalized step-size parameter being computed as

$$
\mu_w(n) = \frac{\mu_1}{\hat{z}'^T(n)\hat{z}'(n) + P_k(n)}, \quad (27)
$$

where $\mu_1$ is the fixed step-size parameter. It is shown in [23] that the term $P_k(n)$ in (27) plays a very important role. In the case of perturbation term in the error signal of ANC filter, step-size decreases to a small value thus preventing ANC system from divergence. The weight update equation for $\hat{s}(n)$ is given as

$$
\dot{s}(n+1) = \dot{s}(n) + \mu_s(n)\bar{f}(n)v_y(n), \quad (28)
$$

where $v_y(n) = [v_y(n), v_y(n-1), \ldots v_y(n-L_y + 1)]^T$ is the input signal vector, and $\mu_s(n)$ is normalized step-size parameter for $\hat{s}(n)$ being computed as

$$
\mu_s(n) = \frac{\mu_2}{v_y^T(n)v_y(n) + P_{v_y}(n)}, \quad (29)
$$
TABLE I
DETAILED COMPUTATIONAL COMPLEXITY ANALYSIS FOR VARIOUS METHODS DISCUSSED IN THE PAPER. (FOR EACH METHOD, CORRESPONDING NUMBER (FROM FIRST COLUMN) OF EQUATION IS GIVEN AT THE END OF THE TABLE)

<table>
<thead>
<tr>
<th>S No</th>
<th>To compute</th>
<th>×</th>
<th>+</th>
<th>÷</th>
<th>√</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(v_0(n) - y(n) = v_0(n) - w^T(n)x(n))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>(\hat{x}'(n) = \hat{x}'(n))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>(v'_0(n) = \hat{x}'(n)v_0(n))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>(f(n) = e(n) - \hat{e}'(n))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>(w(n + 1) = w(n) + \mu_w e(n)\hat{x}'(n))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>(\hat{s}(n + 1) = \hat{s}(n) + \mu_s f(n)v_0(n))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Computations in Eriksson's method(b) [8] Total: 2(L_w + 3L_s + 2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Brewers - 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>(v_0(n) = G_0(n))</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>(\hat{y}'(n) = \hat{y}'(n))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>(d'(n) = \hat{y}'(n) - \hat{e}'(n))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>(P_r(n), P_T(n)) using (5)</td>
<td>3×2=6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>(\rho(n) = P_T(n))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>(\mu_x(n) = \rho(n)\mu_{min} + (1 - \rho(n))\mu_{max})</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>(G(n) = \sqrt{\rho(n)\sigma^2_{max} + (1 - \rho(n))\sigma^2_{min}})</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>(w(n + 1) = w(n) + \mu_k(n)\hat{x}'(n))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>(\hat{s}(n + 1) = \hat{s}(n) + \mu_s f(n)v_0(n))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Computations in Akhtar's method(c) [15] Total: 3(L_w + 4L_s + 13)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Brewers - 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>(v_0(n - D) - y(n) = v_0(n - D) - w^T(n)x(n))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>(v'_0(n) = \hat{x}'(n)v_0(n))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>(</td>
<td></td>
<td>s_0(n)</td>
<td></td>
<td>^2 =</td>
</tr>
<tr>
<td>20</td>
<td>(</td>
<td></td>
<td>v_0(l, l + 1)</td>
<td></td>
<td>^2 = \hat{s}^T(l, l + 1) v_0(l, l + 1))</td>
</tr>
<tr>
<td>21</td>
<td>(N_s(n) = \lambda N_s(n - 1) + \frac{1}{\lambda} (s_0(n) - s_0(n)))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>(N_s(n) &gt; \mu_{min}(10))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| 23   | \(\mu_s(n) = \frac{(P_{f_1}(n)|v_0(l, l + 1)||^2 v_0(l, l + 1)\)}{||s_0(n)||^2} \) OR
|      | \(\mu_s(n) = \frac{\hat{s}^T(l, l + 1) v_0(l, l + 1)\)}{||s_0(n)||^2} \) |     |     |     |     |
|      | Brewers - 1                                                               |     |     |     |     |
| 24   | \(||z'(n)||^2 = \hat{z}'T(n)\hat{z}'(n)\)                              |     |     |     |     |
| 25   | \(\rho_0(n) = \lambda N_0(n - 1) + (1 - \lambda) \rho_0(n)\hat{x}'(n)\) |     |     |     |     |
| 26   | \(\rho_0(n) = \lambda N_0(n - 1) + \lambda \rho_0(n)\hat{x}'(n)\)      |     |     |     |     |
| 27   | \(\mu_w(n) = \frac{P_2(n)\hat{x}'(n)\hat{x}'(n)}{\lambda n + 2}\)     |     |     |     |     |
| 28   | \(G(n) = \frac{\hat{y}^T(n)\hat{x}'(n)\hat{x}'(n)}{P_2(n)}\)           |     |     |     |     |
| 29   | \(w(n + 1) = w(n) + \mu_w(n)\hat{x}'(n)\)                              |     |     |     |     |
| 30   | \(\hat{s}(n + 1) = \hat{s}(n) + \mu_s f(n)v_0(n)\)                      |     |     |     |     |
|      | Computations in Carini's method\(d\) [17] Total: 7\(L_w + 6L_s + 4D + 19\) |     |     |     |     |
|      | Brewers - 1                                                               |     |     |     |     |
| 31   | \(P_f(n), P_T(n) = P_f(n), P_T(n)\) using (5)                           |     |     |     |     |
| 32   | \(\gamma(n) = \rho(n)\gamma_{max} + (1 - \rho(n))\gamma_{min}\)       |     |     |     |     |
| 33   | \(\beta(n) = \alpha(n - 1) + \gamma_{max}\beta(n)\) \(P_{f_d}(n)\)   |     |     |     |     |
| 34   | \(\alpha(n) = \gamma(n)\beta(n)\)                                       |     |     |     |     |
| 35   | \(\beta(n) = \alpha(n - 1) + \gamma_{max}\beta(n)\) \(P_{f_d}(n)\)   |     |     |     |     |
| 36   | \(\gamma(n)\beta(n)\)                                                   |     |     |     |     |
| 37   | \(\gamma(n)\beta(n)\)                                                   |     |     |     |     |
| 38   | \(\mu_s(n) = \frac{\gamma(n)\beta(n)}{\mu_{min}(P_f(n))}\)            |     |     |     |     |
| 39   | \(\mu_w(n) = \frac{\gamma(n)\beta(n)}{\mu_{min}(P_f(n))}\)            |     |     |     |     |
| 40   | \(w(n + 1) = w(n) + \mu_w(n)\hat{x}'(n)\)                              |     |     |     |     |
| 41   | \(\hat{s}(n + 1) = \hat{s}(n) + \mu_s f(n)v_0(n)\)                      |     |     |     |     |
|      | Computations in the proposed method\(d\)
|      | \(\gamma(n)\beta(n)\)                                                   |     |     |     |     |
|      | Brewers - 1                                                               |     |     |     |     |
| 42   | \(P_f(n), P_T(n) = P_f(n), P_T(n)\)                                     |     |     |     |     |
| 43   | \(\gamma(n) = \rho(n)\gamma_{max} + (1 - \rho(n))\gamma_{min}\)       |     |     |     |     |
| 44   | \(\beta(n) = \alpha(n - 1) + \gamma(n)\beta(n)\) \(P_{f_d}(n)\)       |     |     |     |     |
| 45   | \(\alpha(n) = \gamma(n)\beta(n)\)                                       |     |     |     |     |
| 46   | \(\gamma(n)\beta(n)\)                                                   |     |     |     |     |
| 47   | \(\gamma(n)\beta(n)\)                                                   |     |     |     |     |
| 48   | \(\mu_s(n) = \frac{\gamma(n)\beta(n)}{\mu_{min}(P_f(n))}\)            |     |     |     |     |
| 49   | \(\mu_w(n) = \frac{\gamma(n)\beta(n)}{\mu_{min}(P_f(n))}\)            |     |     |     |     |
| 50   | \(w(n + 1) = w(n) + \mu_w(n)\hat{x}'(n)\)                              |     |     |     |     |
| 51   | \(\hat{s}(n + 1) = \hat{s}(n) + \mu_s f(n)v_0(n)\)                      |     |     |     |     |

\(a\) Eriksson's method: 1-6; \(b\) Akhtar's method: 1-4, 7-16; \(c\) Carini's method: 2, 4, 7-11, 17-31; \(d\) Proposed method: 1-4, 7-12, 24, 32-41.

where \(\mu_s\) is another fixed step-size parameter, and the term \(P_f(n)\) (estimated using estimator like (5)) is employed to have some upper bound on \(\mu_s(n)\). This upper bound in (29) is needed to avoid the possibility of very large step-size value, when the term \(v_0(n)v_0(n)\) becomes very small in steady-state due to the proposed gain scheduling.
TABLE II

<p>| Computational Complexity Comparison (Computations per Iteration) of Various Methods Discussed in the Paper. The Value of Filter Tap-Weight Lengths and Delay, in Three Different Scenarios, are Given at the End of Table |
|---------------------------------------------|-------------|-------------|-------------|</p>
<table>
<thead>
<tr>
<th>Method</th>
<th>Example 1 $^a$</th>
<th>Example 2 $^b$</th>
<th>Example 3 $^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eriksson’s method [8]</td>
<td>4$L_w$ + 6$L_a$ + 1</td>
<td>225</td>
<td>4097</td>
</tr>
<tr>
<td>Akhtar’s method [15]</td>
<td>6$L_w$ + 8$L_a$ + 19</td>
<td>339</td>
<td>5651</td>
</tr>
<tr>
<td>Carini’s method [17]</td>
<td>13$L_w$ + 12$L_a$ + 8$D$ + 25</td>
<td>697</td>
<td>10009</td>
</tr>
<tr>
<td>Proposed method</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(for $P_f(n) &gt; P_e(n)$)</td>
<td>8$L_w$ + 12$L_a$ + 42</td>
<td>490</td>
<td>8234</td>
</tr>
<tr>
<td>(for $P_f(n) \leq P_e(n)$)</td>
<td>8$L_w$ + 10$L_a$ + 41</td>
<td>457</td>
<td>7209</td>
</tr>
</tbody>
</table>

$^a$L_w = 32, L_a = 16, D = 8; $^b$L_w = 256, L_a = 512, D = 64; $^c$L_w = L_a = 1024, D = 128.

D. Computational Complexity Analysis

A detailed computational complexity analysis for the proposed method in comparison with Eriksson, Akhtar, and Carini methods is given in Table I. In Eriksson’s method, fixed step-sizes are employed for both the adaptive filters, and no gain scheduling ($G(n) = 1$) is employed, therefore Eriksson’s method has the lowest computational cost as compared with other methods. The Carini’s method has the highest computational cost among all methods discussed in this paper. The main reason for an increased computational cost is the online estimation of optimal normalized step-size parameters. Akhtar’s method uses a fixed step-size for $w(n)$, a VSS for $\hat{s}(n)$, and a gain scheduling strategy to improve the noise-reduction performance. Akhtar’s method has lower computational cost as compared with Carini’s and the proposed methods. The proposed method has a higher computational cost as compared to Eriksson’s and Akhtar’s methods; however, the proposed method does offer some computational saving as compared with the Carini’s method. This saving in computations is due to the use of the normalized step-size parameters instead of optimal normalized step-size parameter. The difference in the computations between Carini’s and the proposed method becomes very significant for filters with long tap-weight lengths. For clarity of presentation, Table II shows numerical examples for total computations required per iteration for various methods.

IV. SIMULATION RESULTS

In this section, simulation results are presented to compare the performance of the proposed method with Akhtar’s [15], and Carini’s method [17]. The performance comparison is carried out on the basis of following performance measures.

- Relative modeling error of secondary path being defined as

$$\Delta S(n) = 10 \log_{10} \frac{|a(n) - \hat{s}(n)|^2}{|s(n)|^2}. \quad (30)$$

- Mean-squared error (MSE) at the error microphone, $\mathbb{E}[e^2(n)]$.

- Steady-state value of the time-varying gain, $G(n)$.

Using data from [1], the acoustic paths $p(n)$ and $s(n)$ are modeled as FIR filters of tap-weight lengths 48 and 16, respectively. The impulse response of $p(n)$ and $s(n)$ are shown in Fig. 5. The adaptive filters $w(n)$, $\hat{s}(n)$, and $\hat{s}(n)$ are selected as FIR filters of tap-weight length 32, 16 and $D$ respectively. The value of $D$ and other simulation parameters are given in Table III. The selection of step-size parameter for adaptive filter depends upon the adaptation method, power of input signal of adaptive filter (except for NLMS algorithm), and the power of interference term in the error signal of the adaptive filter. The adaptation strategies for ANC filter and SPM filter in Akhtar’s, Carini’s, and the proposed methods are different. In addition to this, a different gain scheduling strategy results in different power of input signal for $s(n)$, and different power of the interference term in the error signal $k(n)$ of ANC filter, therefore, the step-size parameters are tuned for each method to achieve the fast and stable convergence of the adaptive filters. In all methods, the adaptive filter weights are initialized by null vectors (in the proposed method $\hat{s}(n)$ and in Carini’s method $\hat{s}(n)$ are initialized by all ones). The power of the auxiliary noise $r(n)$ is set to 1. The value of forgetting factor $\lambda$ is chosen as 0.99. The sampling frequency is selected as 2 kHz. All the simulation results are averaged over 20 independent realizations.

For stable operation of MFXNLMS algorithm based ANC system the phase error between $s(n)$ and $\hat{s}(n)$ must be within

---

Fig. 5. Impulse response of (a) Primary path with impulse response vector $p(n)$, (b) Secondary path with impulse response vector $s(n)$. (solid, and dashed-dotted curves show, respectively, original, and perturbed acoustic paths.).
the bound of ±90° [3]–[7]. Since the secondary path \(\mathbf{a}(n)\) is unknown, therefore offline modeling (\(d(n) = 0\)) of the secondary path can be used to satisfy the ±90° bound at the start-up of ANC system. The other option (with \(d(n)\) present) is to keep ANC filter in sleep state for a while and only the modeling filter \(\mathbf{b}(n)\) is adapted. In this paper, the second option is used and ANC filter is in sleep state from \(n = 0\) to \(n = 500\) as done in [16], and [17]. In all plots for simulation results, the vertical line at \(n = 5000\) marks the end of this phase.

### A. Case 1: Multi-Tonal Input With Time-Varying Power

In this case, the reference signal, \(x(n)\), is a multi-tonal input with frequencies 100, 200, 300, and 400 Hz. Initially variance of \(x(n)\) is selected as 2, and then changed to 6, and 1 at iteration \(n = 25000\), and \(n = 75000\), respectively. A WGN with zero-mean and variance 0.002 is added to \(x(n)\) to account for any measurement noise. The simulation results for Case 1 are presented in Figs. 6 and 7.

#### Fig. 6. Simulation results in Case 1: (a) Variation of \(P_f(n)\), \(P_v(n)\), and \(\beta(n)\) in the proposed method. (b) The time-varying gain \(G(n)\). (c) The mean-squared auxiliary noise, \(E(|x'_e(n)\|^2)\) (A=Akhtar’s method; C=Carini’s method; P=Proposed method).

- Fig. 6(a) shows the plots for \(P_f(n)\), \(P_v(n)\), and \(\beta(n)\). These time-varying quantities are involved in the selection of (17) or (18) for gain \(G(n)\). The horizontal line (dashed-dotted) with amplitude 1 is plotted as a reference line to show that as long as \(P_f(n) > P_v(n) \Rightarrow P_f(n)/P_v(n) > 1\), (17) is used for computing \(G(n)\). It is found from Fig. 6(a) that from \(n = 0\) to \(n = 5247\) the ratio \(P_f(n)/P_v(n) > 1\), therefore (17) is used for \(G(n)\). After \(n = 5247\) the condition \(P_f(n)/P_v(n) > 1\) is false and the \(G(n)\) is computed using (18). It is clear from Fig. 6(a) that at the start of second stage \(P_f(n)/P_v(n) \leq 1\) of gain scheduling strategy the value of \(\beta(n)\) is greater than \(P_v(n)/P_v(n)\) and the gain is determined by the input reference signal power, otherwise the gain follows the variation of \(\beta(n)\). After convergence of the ANC system the change in the variance of the input reference signal, \(x(n)\), changes the error signal \(f(n)\), therefore causing a change in \(P_f(n)\) and \(\beta(n)\).

- The plot for the time-varying gain \(G(n)\) is shown in Fig. 6(b). In Akhtar’s method the value of \(\rho(n)\) is never zero, and hence \(G(n)\) is higher in steady-state. In Carini’s method the gain is determined by \(E([d(n) - y'(n)]^2)\) in all operating conditions, while in the proposed method the gain, at steady-state, is varied on the basis of the correlation estimate of the two adjacent values of the error signal.

#### Fig. 7. Simulation results in Case 1: (a) The relative modeling error, \(\Delta S_r(n)\). (b) The mean-squared error \(E(|x'(n)|^2)\). (c) The ratio \(R(n)\) (A=Akhtar’s method; C=Carini’s method; P=Proposed method).

- The plot for the time-varying step-size parameter \(\mu_{\text{aux}}(n)\) is shown in Fig. 6(d). The parameter \(\mu_{\text{aux}}(n)\) is used to determine the adaptation rate of the ANC system. It is clear from Fig. 6(d) that \(\mu_{\text{aux}}(n)\) is greater than 0.5 at the start of second stage and decreases as the system converges.

The parameter \(\mu(n)\) is used to determine the adaptation rate of the ANC system. It is clear from Fig. 6(e) that \(\mu(n)\) is greater than 0.5 at the start of second stage and decreases as the system converges.

- The plot for the time-varying step-size parameter \(\mu_{\text{aux}}(n)\) is shown in Fig. 6(f). The parameter \(\mu_{\text{aux}}(n)\) is used to determine the adaptation rate of the ANC system. It is clear from Fig. 6(f) that \(\mu_{\text{aux}}(n)\) is greater than 0.5 at the start of second stage and decreases as the system converges.
signal \( f(n) \) of SPM filter. This results in a much smaller steady-state value of \( G(n) \) as compared to that of Carini’s method. After convergence of ANC system the change in the variance of the input reference signal \( x(n) \) changes the signal \( f(n) \), therefore causing a change in \( G(n) \).

- As \( \mathbb{E}[\sqrt{\beta(n)}^2] = G^2(n) \| \mathbf{a}(n) \|^2 \), so a small value of the gain \( G(n) \) results in a small ANP at the error microphone. The curves for the mean-square value of the auxiliary noise at the error microphone are shown in Fig. 6(c). The change in the variance of \( x(n) \) changes \( P_f(n) \). The change in \( P_f(n) \) causes a change in \( G(n) \) and therefore changes \( \mathbb{E}[(\sqrt{\beta(n)})^2] \).

- Fig. 7(a) shows the plot of relative modeling error \( \Delta S(n) \), as defined in (30). To explain the fast convergence of the SPM filter in the proposed method consider \( n \geq 5247 \) where the gain \( G(n) \) is computed using (18). As stated earlier, as long as in the second stage of gain scheduling the value of \( \beta(n) > P_x(n)/P_e \), the gain is determined by the input reference signal power and is higher than Akhtar’s and Carini’s methods (see Fig. 6(b)). This large value of the gain \( G(n) \) results in a large power of input signal, \( \mathbb{E}[|v_x(n)|^2] \), for \( \mathbf{a}(n) \) and hence a large value for \( \mathbb{E}[|v_x(n)|^2] \). This results in the fast convergence of the SPM filter \( \mathbf{a}(n) \). It is shown in [14] that after the convergence of ANC system the norms of the adaptive filters \( \mathbf{a}(n) \) and \( \mathbf{w}(n) \) are almost not affected with changes in input reference signal power. In Fig. 7(a), we observe that there is no change in \( \Delta S(n) \) in the proposed method even when the variance of the input reference signal \( x(n) \) changes.

- In Fig. 7(b) MSE curves are plotted for various methods. For changes in the input reference signal variance at iterations \( n = 25000 \) and \( n = 75000 \), the value of \( \mathbb{E}[|v_x(n)|^2] \) in the proposed method is almost same as in Carini’s methods. When ANC system is in transient stage or when the acoustic paths are perturbed, in both these situation fast convergence of \( \mathbf{a}(n) \) is desirable. The proposed gain scheduling scheme is such that as far as \( \mathbf{a}(n) \) is away from \( \mathbf{a}(n) \) the ratio \( R(n) < 0 \ dB \), \( \mathbb{E}[|v_x(n)|^2] > \mathbb{E}[|d(n) - y(n)|^2] \), and hence resulting in large \( \mathbb{E}[|v_x(n)|^2] \) in transient stage, and in situations when acoustic paths are perturbed. We observe that the proposed method improves steady-state noise-reduction performance as compared to the existing methods. The reason for an improved noise-reduction performance is the proposed strategy for gain scheduling which results in a small contribution of \( \mathbb{E}[|v_x(n)|^2] \) in \( \mathbb{E}[|v_x(n)|^2] \) at steady-state.
• The variation of $R(n)$ in the Carini’s and the proposed methods is shown in Fig. 7(c). It is clear that ratio $R(n) = \text{constant} \quad \forall \quad n$ in Carini’s method, where as $R(n)$ is allowed to vary in the proposed method. As long as $\hat{s}(n)$ is away from $s(n)$, $R(n) < 0 \, \text{dB}$, and $R(n) > 0 \, \text{dB}$ as $\hat{s}(n)$ converges to $s(n)$. After ANC system converges, the change in the variance of input reference signal results in an increase in the gain $G(n)$. The increase in $G(n)$ causes the value of $E[|y(n)|^2]$ to increase and therefore the value of $H(n)$ decreases.

• The time-varying step-size for SPM filter, $\mu_s(n)$, in Akhtar’s, Carini’s and the proposed methods is plotted in Fig. 7(d). In Akhtar’s method, the step-size $\mu_s(n)$ is set to a minimum value at the start-up and later increased to a maximum value. In Carini’s method the variation of step-size $\mu_s(n)$ depends upon the distance of $\hat{s}(n)$ from $[0, 0, \ldots, 0]^T$, and the step-size $\mu_s(n)$ increases because of decrease of term $\nu^2 |\hat{s}_n(n)\|^2 |\mu_s(n)|$ in the denominator of (10).

• The time-varying step-size for ANC filter, $\mu_w(n)$, is plotted in Fig. 7(e). As the normalization factor is involved in computing $\mu_w(n)$, therefore the large input signal power results in small step-size and vice versa.

• Fig. 7(f) shows the variation of $\rho(n)$ in Akhtar’s and the proposed methods. In Akhtar’s method the value of $\rho(n)$ decrease from one to zero, where as in the proposed method the value of $\rho(n)$ is almost one in steady-state.

B. Case 2: Multi-Tonal Input and Strong Acoustic Path Perturbation

The existing methods work fine for slight variations in the acoustic paths. In actual practice significant changes in the acoustic paths may be encountered due to the movement of the error microphone or the loudspeaker. In this case study a strong perturbation in the acoustic paths is simulated by giving two sample right circular shift to the truncated impulse responses of $p(n)$ and $s(n)$. The impulse response of perturbed primary and secondary acoustic paths are shown (by dashed-dotted line) in Fig. 5. The simulation results for this case study are presented in Figs. 8 and 9, where jumps at $n = 5 \times 10^4$ indicate a perturbation in the acoustic paths.
• From Fig. 8(a), it is clear that just before the acoustic paths perturbation the gain in the proposed method is following the variations of $\beta(n)$, and is computed using (18). The perturbation in acoustic paths results in $P_f(n) > P_s(n)$; and the gain is computed using (17) until the condition $P_f(n) > P_s(n)$ is false.

• The variation of the gain $G(n)$ is shown in Fig. 8(b). In Akhtar’s method, the gain $G(n)$ is not able to increase in accordance with the power of the interference term $b_i[(d(n) - y_i(n))^2]$, so the strong perturbation results in a large interference $(d(n) - y_i(n))$ in the error signal $f(n)$ of SPM filter, resulting in the divergence of SPM and hence the overall ANC system. In Carini’s method, the step-size $\mu_s(n)$ jumps to higher value after perturbation (see Fig. 9(e)). The large value of the step-size in the presence of a strong perturbation term $(d(n) - y_i(n))$ results in the divergence of ANC filter, thus resulting in a very large value of $E[(d(n) - y_i(n))^2]$. To keep the ratio $R(n) = 0$ dB, the gain $G(n)$ also increases to a very large value. Only the proposed method is convergent and gain $G(n)$ reduces to a small value even after the perturbation in the acoustic paths.

• Fig. 8(c) shows the plot of $b_i[(v_{s_i}'(n))^2]$. As expected, a large value of $G(n)$ results in a large value of $E[(v_{s_i}'(n))^2]$ and vice versa.

• Fig. 9(a) show the curves for $\Delta S(n)$. In the proposed method a fast convergence of the SPM filter is obtained before and after the acoustic path perturbation. The reason for the fast convergence is the same as explained in Case 1. The fast convergence of SPM filter quickly neutralizes the effect of the perturbation term $(d(n) - y_i(n))$ from the error signal $f(n)$ of ANC filter, and thus the ANC system remains stable even for a strong perturbation in the acoustic paths. The behavior of $\Delta S(n)$ for Carini’s method is quite interesting. The ANC filter is diverged, but the modeling filter still manages to converge. The reason is quite simple, a large value of $b_i[(d(n) - y_i(n))^2]$ results in a large $E[(v_{s_i}'(n))^2]$ to keep the ratio $R(n)$ constant, thus resulting in a very small step-size (see Fig. 9(d) for variation in $\mu_s(n)$). A very small value of the step-size
allows SPM filter to converge even for a very strong perturbation term \( \langle d(n) - y(n) \rangle \) in the error signal \( f(n) \) of SPM filter.

C. Case 3: Multi-Tonal Input and the Uncorrelated WGN at Error Sensor

In this case study a zero-mean WGN \( v_e(n) \) with variance 0.05; uncorrelated with the reference and auxiliary noise; is assumed to be present at the error microphone. The noise at the error microphone contributes to the residual error signal \( e(n) \), thus the gain in Carini’s method (see (4)) will be higher as compared with the gain for \( v_e(n) = 0 \). This large value of the gain \( G(n) \) results in \( E[|v_e(n)|^2] > E[|d(n) - y(n)|^2] \), thus making \( R(n) < 0 \) dB \( \forall n \). In the proposed method the gain \( G(n) \) in steady-state depends upon \( \beta(n) \), however \( \beta(n) \) itself depends upon the estimate of autocorrelation of \( f(n) \) and \( f(n-1) \), therefore the gain \( G(n) \) is independent of error sensor noise \( v_e(n) \) (see (21)).

The simulation results for Case 3 are shown in Figs. 10 and 11, where we observe that the performance of the proposed method is better than the existing methods in terms of modeling accuracy of the SPM filter, the power of the residual error signal at the error microphone, and steady-state value of the time-varying gain \( G(n) \).

D. Case 4: Broad-Band Input

The practical example of the broad-band feed-forward ANC system is the control of acoustic noise in long, narrow ducts, such as exhaust pipes and ventilation systems [1]. The objective of this case study is to compare the performance of the proposed algorithm for broad-band input reference signal \( x(n) \). The signal \( x(n) \) is generated by filtering a WGN signal with variance 2 through a bandpass FIR filter of order 128 with a passband of [100 500] Hz. A WGN with a zero-mean and variance 0.002 is added to account for the measurement noise. The simulation results for Case 4 are shown in Figs. 12 and 13. As in previous cases, the proposed method performs better than the existing methods.

V. CONCLUSION

In this paper, we propose a new two-stage strategy for gain scheduling to vary the ANP in ANC systems with online SPM. The proposed strategy improves the noise-reduction performance of the ANC system in steady-state, which is the ultimate goal of the ANC system. In addition to this, when the ANC system is far from steady-state, the proposed strategy gives fast convergence of the SPM filter. The fast convergence of SPM filter makes the proposed method more robust against strong perturbations in the acoustic paths. Furthermore, the proposed method works well even in the presence of uncorrelated disturbance at the error microphone. In steady-state the gain in the proposed method is determined by the estimate of the autocorrelation of present and previous sample value of the error signal of SPM filter. This estimate is independent of the uncorrelated disturbance at the error microphone. In the proposed method, the ANC and SPM filters are adapted using normalized step-sizes which reduces the computational requirements. The main advantage of the proposed method is the robust performance even in the case of strong perturbation in the acoustic paths.

The robustness of the proposed method against errors in the SPM filter tap-weight length has not been studied. The detailed study of the effects of different tap-weight length of \( g(n) \) on the performance of ANC system is beyond the scope of this paper. In addition to this, the detailed convergence analysis of ANC system with proposed gain scheduling strategy is a task for future research.
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