Speckle Noise Reduction in SAR Imagery Using a Local Adaptive Median Filter
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Abstract: Speckle noise is the grainy salt-and-pepper pattern present in radar imagery caused by the interaction of out-of-phase waves with a target. A local adaptive median filter was developed that uses local statistics to detect SAR speckle noise and to replace it with a local median value. The performance of the local adaptive median filter was evaluated using RADARSAT and JERS-1 datasets based on both visual assessment and a number of numerical measures. In comparison with established filters, it was found that the local adaptive median filter outperformed others in achieving the best balance between speckle suppression and image detail preservation.

INTRODUCTION

Synthetic-aperture radar (SAR) uses microwave radiation to illuminate the Earth’s surface. An image is formed after the SAR system receives the coherent sum of reflected radiation at the antenna that is synthesized by the large motion of the sensor system. Since SAR provides its own illumination, it overcomes some of the fundamental problems associated with conventional passive remote sensing. For example, SAR is not affected by cloud cover or variation in solar illumination, and thus can operate day or night. Under certain circumstances, radar can partially penetrate arid and hyper-arid surfaces, revealing subsurface features of the Earth. Although radar does not penetrate standing water, it can reflect the surface action of
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oceans, lakes, and other bodies of water and may sometimes provide information about the bottom features of the water body (Jensen, 2000).

Electromagnetic waves emitted by active sensors travel in phase and interact minimally on their way to the target area. After interaction with the target, these waves are no longer in phase even though they are coherent in frequency. This is caused by several factors, such as the difference in distance the waves travel back from different targets, or the single versus multiple bounce scattering due to the variance in surface roughness. Hervet et al. (1998) also noted that when the synthesized antenna moves, the signals may go out of phase. The out-of-phase waves interfere constructively or destructively to produce stronger or weaker signals. When a SAR image is formed by coherently processing the backscatter returns from successive radar pulses, this effect causes a pixel-to-pixel variation in intensity, which manifests itself as a salt-and-pepper granular pattern called speckle (or fading) (Goodman, 1976; Lee et al., 1994). These bright and dark pixels result in a SAR image that fails to have a constant mean radiometric level in homogeneous areas (Bruniquel and Lopes, 1997).

Radar speckle noise has a standard deviation linearly related to the mean and is often modeled as a multiplicative process. This means that the higher the signal strength the higher the noise. As a result, more speckle noise is commonly present near brighter pixel areas (North and Wu, 2001). According to Hervet et al. (1998) and Schulze and Wu (1995), the statistics of the speckle noise are well known. The noise of single-look SAR amplitude imagery often has a Rayleigh distribution, whereas that of single-look intensity imagery has a negative exponential distribution. Multi-look SAR imagery usually follows a gamma distribution, assuming the looks are independent (Lee, 1986; April and Harvy, 1991).

The presence of speckle may decrease the utility of SAR imagery by reducing the ability to detect ground targets and obscuring the recognition of spatial patterns (Sheng and Xia, 1996). Consequently, it not only complicates visual image interpretation, but also makes automated digital image classification a difficult problem. Therefore, speckle noise in radar data must often be reduced before the data can be used for further analysis or information extraction. Dozens of despeckle filters have been proposed (e.g., Frost et al., 1981; 1982; Lee 1981, 1986; Kuan et al., 1987; Eliason and McEwen, 1990; Lopes et al., 1993) in order to remove multiplicative speckle noise. In general, no filter consistently outperforms others. Each filter has its unique strengths and limitations. Thus, the choice of which filter to use is dependent on the requirements of the specific application and the characteristics of the dataset employed (Lee et al., 1994). Despeckle filters with good noise removal capabilities often tend to degrade the spatial and radiometric resolution of an original image and cause the loss of image detail. This may be acceptable for applications involving large scale image interpretation or mapping. However, in many cases where the retention of the subtle structures of the image is important, the performance of noise suppression must be balanced with the filter’s effectiveness in order to preserve fine detail (Xiao et al., 2003).

This research presents a new local adaptive median filter aimed at simultaneously suppressing speckle noise while preserving the subtle image detail of SAR imagery. The despeckle filter demonstrates several distinctive characteristics when compared with some of the established filters: (1) it uses local statistics rather than global
statistics to determine speckle noise; (2) it replaces only the speckle noise without changing valid values; (3) it uses the original local median rather than the derived mean value to substitute for the detected speckle noise; and (4) it uses only valid pixel values to obtain the local median rather than all of the values in a moving window. As a result, the proposed filter not only effectively reduces/removes speckle noise, but also preserves important image structure, such as edges, linear features, and fine details, even in low-contrast areas.

Speckle Suppression Techniques

Two categories of techniques have been employed to suppress or remove speckle noise. The first category involves techniques such as multiple-look processing, which averages together several independent images or “looks” of different portions of the available azimuth spectral bandwidth (synthetic aperture), or different polarization states of the same area during image formation (Lee et al., 1994; Lillesand et. al., 2004). For example, one of the datasets used in this research was acquired with JERS-1 SAR systems, which has multi-look capability and thus the dataset was pre-processed using this technique. However, the other dataset used was acquired by the RADARSAT SAR in Fine Beam Mode, which is a single-look and did not undergo such a process, and appears to be more speckled. The second category includes techniques that smooth the image using digital image processing after the image is formed. There are two major approaches to speckle reduction using digital image processing. The first approach to digital filtering is achieved in the frequency domain, including the use of a Wiener filter (Walkup and Choens, 1974) or wavelet transformation (Gagnon and Jouan, 1997; Dong et al., 1998; Fukuda and Hirosawa, 1998; Simard et al., 1998). The second approach is accomplished in the spatial domain, where noise is removed by averaging or statistically manipulating the values of neighboring pixels. A good comparison of frequency domain (wavelet)–based and spatial domain (statistics)–based filters is provided by Hervet et al. (1998). The research described in this paper focuses on the second approach, specifically the employment of digital filters in the spatial domain to reduce the speckle in SAR imagery. In this way, the proposed filter can be compared with other statistics-based digital filters commonly available in commercial remote sensing software packages such as Leica GeoSystems ERDAS Imagine and Research Systems ENVI.

Most of these popular digital filters have been reviewed by Lee et al. (1994) and Sheng and Xia (1996). Two of the simplest despeckle filters are the mean (box) filter and median filter, in which the central pixel of a moving window is replaced by its mean and median, respectively. Following the assumption of the multiplicative noise model of the speckle effect, many other adaptive filters or algorithms have also been devised, including the Lee filter (Lee, 1980, 1981), Frost filter (Frost et al., 1981, 1982), Kuan filter (Kuan et al., 1985), Gamma (MAP or Maximum A Posteriori) filter (Kuan et al., 1987; Lopes et al., 1993), and Lee-sigma filter (Lee, 1983). All of these adaptive filters aim to effectively reduce speckle in radar images without eliminating the fine details (Jensen, 2004).

The mean filter is one of the most widely used low-pass filters (LPF). It does an excellent job of smoothing areas, but creates problems in that it smears the edges and fine features together with the speckle noise, thus failing to preserve image structure.
The median filter is successful at removing pulse and spike noise while retaining step and ramp functions (ERDAS Inc., 1999); therefore, the median filter is better than the mean filter in terms of preserving the edges between two different features, but it does not preserve single pixel-wide features, which will be altered if speckle noise is present (Smith, 1996). Lee et al. (1994) found that the $3 \times 3$ median filter preserves the texture information very well but does not retain the mean value at an acceptable level. The mean and median filters meet with only limited success when applied to SAR data. One reason for this is the multiplicative nature of speckle noise, which relates the amount of noise to the signal intensity. The other reason is that they are not adaptive filters in the sense that they do not account for the particular speckle properties of the image.

Adaptive filters, such as the Lee filter, are based on the assumption that the mean and variance of the pixel of interest are equal to the local mean and variance of all pixels within the user-selected moving window (Lee, 1980, 1981). The Lee filter removes the noise by minimizing either the mean square error or the weighted least square estimation. The Frost filter replaces the pixels of interest with a weighted sum of the values within the moving window (Frost et al., 1981, 1982). The weighting factors decrease with distance from the pixel of interest and increase for the central pixels as variance within the window increases. This filter assumes multiplicative noise and stationary noise statistics. The Kuan filter first transforms the multiplicative noise model into a signal-dependent additive noise model (Kuan et al., 1985). Then, the minimum square error criterion is applied. The resulting filter has the same form as the Lee filter but with a different weighting function. The Gamma (MAP: Maximum A Posteriori) filter was developed by Lopes et al., (1993) based on the improved Kuan MAP filter (Kuan et al., 1987). \textit{A priori} knowledge of the probability density function of the scene is required before the filter can be applied. The scene reflectivity is assumed to be a Gamma distribution instead of a Gaussian distribution and the filtering process is controlled by setting two thresholds. However, the Gamma (MAP) filter, like the Frost filter, will blur the edges.

The Lee-sigma filter is a conceptually simple but effective alternative to the Lee and other sophisticated adaptive filters (Lee, 1983). It is one of the most widely used despeckle filters for SAR imagery and is based on the sigma probability of the Gaussian distribution. It first computes the sigma (i.e., standard deviation) of the entire scene, and then replaces each central pixel in a moving window with the average of only those neighboring pixels that have an intensity value within a fixed sigma range of the central pixel. Lee et al. (1994) concluded that, as a simple modification of the commonly used low-pass filter, surprisingly, the Lee-sigma filter is at least as effective as the more elaborate adaptive filters listed above, but significantly more computationally efficient. Moreover, the Lee filter is reportedly superior in its ability to preserve prominent edges, linear features, point target, and texture information. However, due to the use of a fixed sigma computed for the entire scene, Eliason and McEwen (1990) found that the Lee sigma filter blurred some of the low-contrast edges and linear features. They suggested a refined version using the local standard deviation for each moving window as the sigma parameter. Unlike other adaptive filters for smoothing speckle noise, this filter is adaptive to local variance instead of the variance of the whole image, and is often referred to as the local sigma filter. The
local sigma filter is thought to improve the effectiveness of the Lee-sigma filter, while
avoiding over-smoothing of the low-variance areas (Eliason and McEwen, 1990).

**METHODOLOGY**

Nezry et al. (1993) argued that an ideal speckle filter should incorporate the
advantages of the median speckle filter in structure retention, the adaptability of the
Lee or Frost filter to the local speckle and scene statistics, and the simplicity and
effectiveness of the Lee-sigma filter for speckle reduction. In light of these com-
ments, a local adaptive median filter was developed that has the goal of sufficiently
reducing or removing speckle noise without sacrificing image structures such as
edges, linear features, and fine details. The performance of this proposed filter is eval-
uated and compared with the aforementioned adaptive filters, which are commonly
available in commercial image processing software, such as ERDAS Imagine and
Research Systems ENVI. The comparison was made based on both qualitative and
quantitative performance criteria, including a speckle suppression index, speckle
image statistical analysis, feature preserving index, edge enhancing index, and image
detail preserving index, as well as visual assessment. The filters were applied to two
different kinds of real-world SAR datasets—a JERS-1 image and a RADARSAT
image.

**Local Adaptive Median Filter**

Similar to the Lee-sigma filter, the proposed filter is also conceptually simple and
involves the computation of only simple statistics, such as means, medians, and stan-
dard deviations. However, when determining the sigma value, the strategy used by the
local sigma filter proposed by Eliason and McEwen (1990) was adopted. The local
sigma (standard deviation) is computed for each moving window rather than using the
fixed sigma for the entire scene. Together with the local mean and a user-determined
multiplier (usually between 1 and 2), the local sigma then helps to determine the
range of the valid pixel intensity in the moving window. The thresholds of the valid
pixel range for the proposed filter are the values of the local mean (instead of the cen-
tral pixel value as with the local sigma filter) plus and minus the specified multiple of
the local sigma. Each pixel value in the moving window is then tested against this
valid pixel value range. Pixels with value outside the range are labeled as speckle
noise; otherwise, they are assumed to be valid pixels. The fundamental difference of
the proposed filter from the Lee-sigma and local sigma filters is that the proposed
filter only replaces a central pixel if it is identified as speckle noise. If the central
pixel is labeled as a valid pixel, no replacement will occur and the central pixel will
retain its original values. Furthermore, unlike another filter devised by Eliason and
McEwen (1990) for bit error removal (i.e., the adaptive box filter), the proposed filter
uses the local median value rather than the local mean value to replace the central
speckle pixel value. The local median is computed from the pixels identified to con-
tain valid values instead of all of the pixels in the moving window. The detailed algo-

Assume $D(i,j)$ is a moving window centered at pixel $d(i,j)$ with a window size
of $2k + 1$ (where $k$ is an integer). In this case, the window size is equal in both
dimensions and has to be an odd number, such as 3, 5, 7, etc. To calculate the local mean and local standard deviation, it is necessary to first obtain the sum $S(i, j)$ of all the $N(i,j)$ pixel values in the moving window.

$$S(i, j) = \sum_{m = i-k}^{i+k} \sum_{n = j-k}^{j+k} d(m, n)$$

$$N(i, j) = (2k + 1)^2$$

The local mean $\mu(i, j)$ of the moving window $D$ is then computed as

$$\mu(i, j) = \frac{S(i, j)}{N(i, j)},$$

and the local standard deviation $\sigma(i, j)$ is calculated as

$$\sigma(i, j) = \sqrt{\frac{\sum_{m = i-k}^{i+k} \sum_{n = j-k}^{j+k} (d(i, j) - \mu(i, j))^2}{N(i, j)}}.$$ 

The range of valid pixel values can thus be determined by the above local statistics and a user-defined multiplier $M$. The lower bound $LB(i, j)$ and upper bound $UB(i, j)$ are defined as

$$LB(i, j) = \mu(i, j) - M\sigma(i, j)$$

$$UB(i, j) = \mu(i, j) + M\sigma(i, j).$$

Valid pixels and speckle are then identified and labeled in a separate mask with moving window $L$ centered at $l(i, j)$. For every pixel $l(m, n)$

$$l(m, n) = 0 \text{ if } d(m, n) < LB(i, j) \text{ or } d(m, n) > UB(i, j)$$

$$l(m, n) = 1 \text{ if } LB(i, j) \leq d(m, n) \leq UB(i, j),$$

where $i - k \leq m, n \leq i + k$, 0 indicates speckle noise, and 1 a valid pixel. It is important to note that a non-central pixel outside the range in the current moving window may not be a speckle in another moving window centered on it.

If the central pixel $l(i, j)$ at the mask moving window $L$ equals 0 (i.e., labeled as speckle), then only the original central pixel value $d(i, j)$ is replaced by the local adaptive median $r(i, j)$ of the local window, which is the median of all the values of the pixels that are labeled as valid, excluding speckle pixels. The local adaptive median $r(i,j)$ is calculated as

$$r(i, j) = \text{median } (d(m, n))$$

where $l(m, n) = 1$ and $i - k \leq m, n \leq i + k$. 
Performance Evaluation Measures

To assess the capability of the proposed filter to remove speckle noise, and its effectiveness in successfully preserving the intrinsic structure of the scene backscatter, several quantitative performance measures suggested in the review by Lee et al. (1994) and by Sheng and Xia (1996) were used. Some measures provide evaluation for a filter’s speckle suppression capability, some assess a filter’s preservation of image detail and linear structures, and others estimate a filter’s retention of the mean value of a distributed target. The results of these measures can be contradictory. For example, a filter yielding good results in speckle suppression may perform poorly in preserving image detail, and vice versa. The use of multiple criteria helps to assess a filter’s performance on the basis of its ability to yield an optimum tradeoff among different objectives. In addition to these quantitative measures, qualitative visual inspection is also used to compare results from different filters.

Speckle Suppression Index (SSI)

One of the commonly used measurements for speckle strength is the coefficient of variance, or the ratio of the standard deviation to the mean (Lee et al., 1994). It remains constant over homogeneous areas, where it is fully determined by the amount of speckle in the image (Hagg and Sties, 1996). The speckle suppression index (SSI) is the coefficient of variance of the filtered image normalized by that of the original image, which is defined as:

$$SSI = \frac{\sqrt{\text{Var}(R_f)}}{\text{Mean}(R_f)} \cdot \frac{\text{Mean}(R)}{\sqrt{\text{Var}(R)}},$$

where $R_f$ is the filtered image value and $R$ is the original image value. Compared with the original image, a filtered image tends to have less variance because speckle is suppressed. Therefore SSI is generally less than 1.0, and the smaller the SSI value, the greater the speckle suppression (Sheng and Xia, 1996).

Speckle Image Statistical Analysis (SISA)

Radar image speckle is multiplicative in nature. Therefore, the ratio of the original image and the filtered image is actually an image that represents the amplitude of the speckle:

$$SP = \frac{R}{R_f},$$

where $SP$ is the resulting speckle image. Statistics, such as its mean and standard deviation, can be computed for this ratio or speckle image. Ideally, the histogram of the speckle image would have a normal distribution with a mean around 1.0. The mean of the speckle image is a good indicator of a filter’s ability to retain an image’s original mean values: the closer the mean is to 1.0, the better is the filter’s ability in
retaining image content. The standard deviation of the speckle image, on the other hand, is also a measurement of the speckle suppression capability of the filter. In fact, it is inversely related to SSI described above (Sheng and Xia, 1996) and therefore was not used in this study.

**Edge-Enhancing Index (EEI)**

The edge-enhancing index is an important parameter in assessing the enhancement of step functions in an image. It is often used to evaluate a filter’s ability to preserve edges, such as boundaries between water bodies and land. The EEI is defined as

\[
EEI = \frac{\sum |R_{f1} - R_{f2}|}{\sum |R_1 - R_2|},
\]

where, \(R_1\) and \(R_2\) are the original values of the pixels on either side of the edge, whereas \(R_{f1}\) and \(R_{f2}\) are the corresponding filtered values. The numerator is the absolute difference in intensity of the pixels on the two sides of the edge in the filtered image and the denominator is that difference in the original image. Therefore, the EEI is usually smaller than 1.0, and higher EEI values correspond to a better edge preserving capability.

**Feature-Preserving Index (FPI)**

The feature-preserving index is a measure for assessing a filter’s ability to preserve linear features and subtle structure. For a one-pixel wide linear feature of \(n\)-pixel length, the FPI is given by

\[
FPI = \frac{\sum_{i=1}^{n} (2 \cdot R_f - R_{f1} - R_{f2})}{\sum_{i=1}^{n} (2 \cdot R - R_1 - R_2)},
\]

where \(R\) is the original value of a pixel on the linear feature, \(R1\) and \(R2\) are the neighboring pixels on both side of the feature, and \(R_f\), \(R_{f1}\), and \(R_{f2}\) are the filtered values of the corresponding pixels. In most cases, the values of a FPI measure are also lower than 1.0. The higher the FPI measure, the better the linear feature being preserved.

**Image Detail–Preserving Coefficient (IDPC)**

The image detail–preserving coefficient (IDPC) is the correlation coefficient between the original image and the filtered image. This correlation coefficient serves as an indicator of a filter’s ability to preserve the fine details and subtle structures,
such as point features. The higher the IDPC, the better is the detail preservation capability of the filter.

**Visual Comparison**

Although quantitative measures are often employed to compare different speckle suppression filters, it has been noted by Raouf and Lichtenegger (1997) and others that visual inspection probably provides the best assessment of the performance of the speckle filter. Visual assessment is an easy and efficient way to investigate both a filter’s capability to suppress speckle and its effectiveness in preserving image details. A meaningful measure for the preservation of texture by the speckle filter is difficult to establish because fine texture is close to the speckle noise level. Therefore, the evaluation of texture preservation is subjective and is not included in this study. Lee et al. (1994) stated that, in general, filters using small windows (such as $3 \times 3$) preserve texture information better.

**The SAR Datasets**

Two different kinds of SAR datasets, JERS-1 and RADARSAT, depicting the same area in the Tivoli North Bay (N42°02', W73°55') of New York were used to assess the performance of the proposed despeckle filter. The JERS-1 SAR data were acquired on the July 3, 1993 and the RADARSAT SAR data were acquired on August 10, 1998. The JERS-1 SAR is an L-band system (23.5 cm wavelength) with HH polarization, 38.5° incidence angle, and 18 nominal resolution, while the RADARSAT SAR is a C-band system (5.6 cm wavelength) with HH polarization. RADARSAT’s Fine Beam Mode offers a 37.99° incidence angle and 10 m resolution. Figure 1 displays the two raw images and the selected homogeneous areas, edges, and linear features to be used to compute some of the aforementioned performance measures.

**RESULTS AND DISCUSSION**

To evaluate the proposed filter’s capability in minimizing speckle effects while preserving image content and detail, a number of established filters were applied to both the RADARSAT and JERS-1 data, including the Lee filter, Frost filter, Kuan filter, Gamma (MAP) filter, the local-sigma filter, and the Lee-sigma filter. Research Systems’ ENVI 3.6 implementation of these filters was employed, except for the Lee-sigma filter, which was applied using ERDAS Imagine 8.6 software. The proposed filter was implemented in an ArcGIS application development environment using map algebra functions. All of the filters available in ENVI were applied using default system parameters, whereas the Lee-sigma filter and the proposed filter were applied with a user-defined multiplier value of 1.5. Various window sizes and multiple numbers of iterations of each filter were often tested in order to compare performance of the filters. All of the filters were applied with up to six iterations and with $3 \times 3$, $5 \times 5$, and $7 \times 7$ window sizes in order to fully understand the effects imposed by various window sizes and different number of iterations of each filter.
Quantitative Assessment

Five of the aforementioned quantitative performance measures, including the speckle suppression index (SSI), speckle image statistical analysis (SISA), edge-enhancing index (EEI), feature-preserving index (FPI), and image detail-preserving coefficient (IDPC) index, were computed for each filtered image. The SSI values for the filtered JERS-1 and RADARSAT images derived from different filters with various window sizes and iterations are presented in Figures 2 and 3, respectively. Notice that by increasing the window size and the number of iterations, the SSI values was generally reduced (i.e., improved speckle suppression). However, such a trend is more obvious in the RADARSAT data than the JERS-1 data, probably because the JERS-1 image has undergone multiple-look processing, which reduced much of the noise. With regards to the JERS-1 image (Fig. 2), the Lee-sigma filter outperformed all others and achieved the lowest SSI, providing best speckle suppression. The proposed filter exhibited slightly higher SSI values, but these values were very close in magnitude to the SSI values for most other filters. One thing worth noticing is that the performance of the proposed filter improves steadily with increasing window size and number of iterations. During the sixth iteration of the 7 × 7 moving window, the proposed filter outperformed all other filters except the Lee-sigma filter. As for the RADARSAT image (Fig. 3), the Gamma (MAP) filter achieved the best speckle suppression effect in all configurations. The proposed filter, along with the local sigma

Fig. 1. Raw JERS-1 image (left) and RADARSAT image (right), with selected homogeneous areas, linear features, and edges.
Fig. 2. Speckle suppression index (SSI) plot for the JERS-1 data.

Fig. 3. Speckle suppression index (SSI) plot for the RADARSAT data.
filter, attained moderate SSI values when a small window size (i.e., $3 \times 3$) was used. When larger window sizes were applied, the speckle suppression power of the proposed filter, unlike that of the local sigma filter, drastically improved as the number of iterations increased. Almost all of the filters reduced speckle to some extent as indicated by SSI values below 1.0. The Kuan filter, however, was an exception, exhibiting poor and unstable performance. In some cases, the application of the Kuan filter even introduced more speckle in the images, resulting in SSI values greater than 1.0.

The results of the speckle image statistical analysis (SISA) are displayed in Figures 4 and 5. Since the implication of the standard deviation parameter of the speckle image is similar to that of the SSI, only the mean values were compared. A well-performing filter should generate a speckle image that has a mean around 1.0, suggesting the majority of the pixel values in the original image are retained in the filtered image and much of the image content is preserved. The SISA measures for the JERS-1 and RADARSAT images gave a mixed picture. For the JERS-1 image (Fig. 4), most of the filters produced a speckle image with a mean that was less than 1.0, indicating an increase in intensity when compared with the original pixel values. The Kuan filter yielded mean values that were closest to 1.0 when the window size was small, but its mean values increased rapidly when larger window sizes were used, especially with an increasing number of iterations. The speckle images derived using the proposed filter, along with the Lee, Gamma (MAP), local sigma, and Lee-sigma filters, yielded steady mean values between 0.8 and 0.9, indicating that their ability to retain the original pixel intensity does not change with window size or from iteration to iteration. The Frost filter resulted in speckle images with means in a range from...
0.5 to 0.2, suggesting poor performance in keeping the original pixel values. For RADARSAT data (Fig. 5), however, most of the filters resulted in a speckle image with means greater than 1.0, signifying a possible reduction of intensity when compared to the original pixel values. The proposed filter, together with the Lee-sigma and local sigma filters, surpassed other filters with means for speckle around 1.2. The means of the Kuan and Frost filters were unacceptably high and low, respectively.

The edge-enhancing index (EEI) that is used to represent the edge preserving capability of the filter is presented in Figures 6 and 7. In the case of JERS-1 data (Fig. 6), the proposed filter exhibited the best overall edge-preserving performance, especially with the $3 \times 3$ moving window. Except for the local sigma filter that could occasionally compete with the proposed filter, most of the other filters produced relatively low EEI values in general, especially after the first iteration. The EEI values for the Kuan filter again varied widely, with an abnormally high value at the second iteration of the $7 \times 7$ moving window. For the RADARSAT image, (Fig. 7), the proposed filter consistently outperformed other filters in almost all cases. When the $3 \times 3$ moving window was used, the proposed filter yielded perfect edge-preserving results with all of the EEI values equal to 1. The local sigma and Lee filters displayed a modest edge-preserving capability (with EEI values generally $> 0.5$), while the performance of the rest of the filters, including the Kuan, Gamma (MAP), Lee-sigma and Frost filters, was less than promising and practically unacceptable.

The ability of various filters to retain linear features as evaluated by the feature preserving index (FPI) is displayed in Figures 8 and 9. The FPI values derived from the JERS-1 image are generally lower than those obtained from the RADARSAT
Fig. 6. Edge-enhancing index (EEI) plot for the JERS-1 data.

Fig. 7. Edge-enhancing index (EEI) plot for RADARSAT data.
For the JERS-1 image (Fig. 8), the proposed filter appears to be the best feature preserver for all iterations when a small 3 × 3 window is used. When larger window sizes were used, the local sigma filter resulted in slightly higher FPI values than the other filters. Regarding the RADARSAT image (Fig. 9), especially high FPI values (almost 1.0) were observed for the proposed filter and Lee-sigma filter alike, when a small 3 × 3 moving window was applied. The proposed filter yielded consistently higher FPI values than the other filters, although, like most of the other filters, the FPI values decreased with increasing numbers of iterations and larger window sizes. The Kuan filter again demonstrated an unpredictable pattern of FPI values, which was also observed in the results of the JERS-1 image.

The image detail–preserving coefficient (IDPC) index is the correlation coefficient between the original and the filtered images. For the JERS-1 image (Fig. 10), the local sigma filter outperformed all of the other filters. The proposed filter, as well as the Lee and Gamma (MAP) filters, all demonstrated strong IDPC values (between 0.8 and 1.0), while the Frost and Kuan filters tended to have low IDPC values. For the RADARSAT image (Fig. 11), the IDPC values of most filters were slightly lower when compared to those of the JERS-1 image. However, the majority of the filters still have IDPC values generally > 0.5 except for the Frost filter. The proposed filter achieved steady and high IDPC values > 0.8 for all of the iterations of the 3 × 3 moving window and for the first two iterations of the 5 × 5 windows. When larger window sizes were applied, most filters yielded a steady decrease in the IDPC values.

---

**Fig. 8.** Feature-preserving index (FPI) plot for the JERS-1 data.
Fig. 9. Feature-preserving index (FPI) plot for the RADARSAT data.

Fig. 10. Image detail–preserving coefficient (IDPC) plot for the JERS-1 data.
As demonstrated by these quantitative measures of performance, the proposed filter yielded the highest SISA, EEI, FPI, and IDPC values when applied to the RADARSAT data in almost all of the cases, but at the cost of a slightly lower SSI value. This indicates that the proposed filter was especially effective in preserving the original data content, boundary edges, linear features, and fine details of an extremely speckled image single-look RADARSAT image. Except when a small moving window was used, the proposed filter achieved speckle suppression effects that were superior to the local sigma and Kuan filters, and comparable to most other established filters, including the Lee, Frost, Gamma (MAP), and Lee-sigma filters. When applying filters to less speckled SAR data that has been preprocessed using the multiple-look averaging approach, such as the JERS-1 data, the proposed filter achieved a better SSI than that for the RADARSAT image. Although the SISA, EEI, FPI, and IDPC values obtained for the JERS-1 data were not always the best, the performance of the proposed filter in retaining image content, edges, linear features, and fine details was often superior or at least equivalent to other established filters. Therefore, the proposed filter appears to have achieved a good balance between speckle reduction and structure retention based on a comparison of the quantitative performance measures.

**Visual Assessment**

In order to visually assess the performance of the filters in a close-up view, subsets of the study area that contain homogeneous regions of a water body, edges...
between water and land, linear features such as tidal channels, and other geographic
details, were cropped from both the original and the filtered images of the JERS-1 and
RADARSAT data (Figs. 12 and 13). For the JERS-1 data, the images resulting from
the third iteration of the filters using a $3 \times 3$ moving window were selected and dis-
played for the purpose of visual comparison (Fig. 12). For the RADARSAT data, the
images at the fifth iteration using the $3 \times 3$ moving window of the filters were cho-
sen, because the single-look raw image contained more speckle noise and thus
demanded more iterations of filtering (Fig. 13).

For the JERS-1 data (Fig. 12), the proposed filter demonstrated the best image
detail–preserving ability along with the local sigma filter, and concurrently attained a
sufficient speckle suppression effect. The local sigma filter, however, failed to elimi-
nate dark speckles and produced a “splotchy” filtered image. The Lee filter substan-
tially suppressed the speckle noise, but accomplished only a mediocre preservation of
fine details, which resulted in many unnatural white regions in the image. The Frost,
Kuan, Gamma (MAP), and Lee-sigma filters oversmoothed the original image and
blurred the fine detail in the image. The Kuan filter, in particular, introduced many
artifacts in the form of white squares, some with black boundaries.

For the RADARSAT data (Fig. 13), a similar pattern is observed as with the
JERS-1 data. The Frost, Kuan, Gamma (MAP), and Lee-sigma filters obscured the
linear features and other fine details, resulting in very “fuzzy” filtered images. The
Lee filter, while considerably smoothing much of the speckle noise, also blurred
many of the fine details and parts of the linear features present in the original image.
The local sigma filter preserved the image details well, but inadequately reduced the
speckle; much of the noise, both in black and white, is still quite apparent in the
resulting image. The proposed filter not only achieved a detail-preserving effect com-
parable with that of the local sigma filter, but also effectively reduced the speckle
noise, as evidenced by the homogenous regions of the water surface, although the
resulting image is not as visually smooth as the Lee sigma filtered image. Based on
this qualitative visual inspection, the proposed filter is considered to have best accom-
modated the tradeoff between speckle suppression and detail preservation among all
filters. This agrees with what was observed using the quantitative measures of perfor-
ance.

The Strength of the Proposed Filter

Both quantitative and visual assessments suggest that the proposed filter has con-
siderable value. This success of the filter is attributed to the following filter charac-
teristics. The use of the local standard deviation of the moving window helps to improve
the differentiation of speckle noise from valid pixels by incorporating the local
instead of global data distribution. Using the local mean instead of the central pixel
value of a moving window to define the valid pixel range is more reasonable and
adheres to the multiplicative nature of speckle noise. A potential problem associated
with the use of the central pixel value to define the range arises if the central pixel
itself is speckle noise; then other speckle with similar intensity in the moving window
will not be easily detected. After the speckle noise is identified as being outside the
valid pixel value range, the filter updates only the pixels that are labeled as being
speckle noise, while valid central pixels are allowed to keep their original value. This
Fig. 12. Original and the filtered JERS-1 images resulting from the application of various filters at the third iteration of the 3 × 3 moving window.
Fig. 13. Original and the filtered RADARSAT images resulting from the application of various filters at the fifth iteration of a $3 \times 3$ moving window.
helps to maintain the mean of the filtered image, and thus the original image content. Applying the median function only to the valid pixel values retains image details and preserves the linear features and edges better than that of the mean function in the local area. In a SAR image, low-valued and high-valued pixels often correspond to destructive and constructive speckle. The replacement of noise with the local median value helps to exclude the erroneous variations from the filtered image. Unlike replacing the speckle noise with the mean value, the employment of the local median value replaces the speckle with one of the original valid pixel values, instead of a derived value, which might have incorporated other speckle noise during the computation of the average.

**CONCLUSION**

The presence of speckle noise as grainy salt-and-pepper patterns in a SAR image often obscures the underlying image content, reduces the interpretability of the image, and complicates digital image processing. To take full advantage of active SAR data, the reduction of speckle is often desired. Substantially reducing speckle noise while effectively preserving image detail are two important speckle suppression considerations. In many applications, it is the balance between these two considerations that determines the success of a speckle suppression filter. For this reason, a new local adaptive median filter for speckle suppression was proposed. It attempted to integrate the advantages of the median filter in structure retention, the adaptability of the Lee or Frost filter to the local speckle and scene statistics, and the simplicity and effectiveness of the Lee-sigma filter for speckle reduction. The proposed filter computes the statistics of a moving window and determines speckle noise based on local mean and standard deviation information. An adaptive local median function is then used to replace the central speckle noise, while valid pixels keep their original values.

The performance of the proposed filter was evaluated using a number of quantitative and qualitative criteria. These included the speckle suppression index (SSI), speckle image statistical analysis (SISA), edge-enhancing index (EEI), feature-preserving index (FPI), and image detail–preserving coefficient (IDPC), in addition to visual assessment. Two different kinds of SAR datasets, RADARSAT Fine Beam Mode SAR and JERS-1 SAR data, were used for evaluation purposes. In comparison to many established adaptive filters, including the Lee filter, Frost filter, Kuan filter, Gamma (MAP) filter, the local sigma filter, and the Lee-sigma filter, it was found that the proposed filter not only achieved comparable effectiveness in speckle noise reduction, but also demonstrated superior capability in structure and detail preservation. In conclusion, the proposed filter is considered to be the best filter to accommodate the tradeoff between sufficient speckle suppression and effective detail retention among those evaluated in this study.

**ACKNOWLEDGMENTS**

The authors appreciate Dr. Ronald Briggs and Ms. Annie Hsu and other anonymous reviewers for reviewing the manuscript.
REFERENCES


