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Abstract—We present a new approach to compute the approximate Boolean operations of two freeform polygonal mesh solids efficiently with the help of Layered Depth Images (LDI). After applying the LDI sampling based membership classification, the most challenging part, a trimmed adaptive contouring algorithm, is developed to reconstruct the mesh surface from the LDI samples near the intersected regions and stitch it to the boundary of the retained surfaces. Our method of approximate Boolean operations holds the advantage of numerical robustness as the approach uses volumetric representation. However, unlike other methods based on volumetric representation, we do not damage the facets in non-intersected regions, thus preserving geometric details much better and speeding up the computation as well. We show that the proposed method can successfully compute the Boolean operations of freeform solids with a massive number of polygons in a few seconds.

Index Terms—Boolean operations, freeform solids, robust, approximation, Layered Depth Images.

I. INTRODUCTION

The conventional methods of Boolean operations for two solids are based on the intersection computation and the surface membership classification. Robustness and efficiency are the major difficulties in implementing Boolean operations on freeform solids with complex geometry, which are usually represented by polygonal meshes. More specifically, when the number of polygons involved is massive, it takes a long time to detect and compute the intersection curves. Furthermore, robustness problems are very common in this kind of approach (e.g., two polygons are tangentially contacted or are only intersected on one of their boundary edges). Simply using approximate arithmetic to implement a conventional Boolean operation algorithm makes the program unstable (e.g., see the results in Fig.18). The inconsistencies arising from numerical error can lead to incorrect topology (such as breaks in the boundary or inconsistent intersection curves on two solids). Although the techniques of exact arithmetic (ref. [5], [24], [25], [34], [35], [50]–[52]) and interval computation (ref. [22], [44], [45], [72]) have been employed in the algorithms of Boolean operations, they are quite expensive in terms of both computing time and memory. Moreover, conventional algorithms can hardly be parallelized to borrow the advanced computational power available on consumer PCs with GPU or multi-core CPU. Another stream of research to solve the robustness problem in Boolean operations is based on volumetric representation (e.g., [26], [46], [54], [59], [77], [78], [80]). Nevertheless, the procedure of surface-volume conversion, processing and volume-surface conversion can easily lose the geometric details and other attributes of the given models unless the geometry of the original models is retained. Retaining the geometry is easier for point-sampled surfaces [2] but much more difficult for mesh surfaces. The purpose of this research is to develop a fast boundary evaluation method which inherits the robustness of volume-based approach but only introduces shape approximation error at intersected regions by retaining facets at non-intersected regions.

We exploit a new approach to efficiently compute the approximate Boolean operations of two freeform solids with the help of Layered Depth Images (LDI). We assume that the given two freeform solids are represented by non-self-intersected closed triangular mesh surfaces. Firstly, the given triangular meshes are sampled into LDIs. By a clustering algorithm, each triangle on given models has at least one or even more corresponding sample points in the LDIs. As it will be detailed later, the LDIs actually give a semi-implicit representation of the given models; therefore, Boolean operations can be robustly and efficiently performed on them. The resultant samples in the LDI are then employed to give membership classification for triangles on the given models. The model after membership classification is in a LDI/mesh hybrid representation. Lastly, the most challenging part – a trimmed adaptive contouring algorithm is developed to reconstruct the mesh surface in the intersected region from the LDI/mesh hybrid and stitch it to the boundary of the retained mesh surfaces. The trimmed adaptive contouring algorithm is different from a mesh hole filling (e.g., [6]). Since we do not explicitly compute the intersection curves, the missed region to be reconstructed in general has a larger area. The shape of the missed region is however represented by LDI samples. Therefore, the reconstructed surface must capture the shape with geometric details rather than smoothly interpolating the boundaries. Unlike the previous works of polytree (ref. [14], [15]), extended octree (ref. [12], [13]) and adaptive contouring (ref. [46], [48]) which reconstruct the whole mesh surface, we take a similar strategy as [10], [19], [61], [79]

• to retain the surfaces that are far away from the intersected region \( \Psi \),
• to reconstruct the surfaces near \( \Psi \),
• and produce the two-manifold boundary of a solid model by stitching the retained and the reconstructed surfaces.

Sampling is adopted to approximate the boundary of the result of a Boolean operation on triangulated solids and the result of reconstruction is a two-manifold mesh surface. The Hausdorff error with respect to the correct result decreases with the sampling rate.
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We do not reconstruct the intersected region of surfaces at
the finest resolution of a LDI. Instead, an octree is employed
to make the resolution of the reconstructed mesh adaptive to
1) topology complexity on retained surfaces and 2) geometry
complexity of the shape to be reconstructed. Building an
octree for partial reconstruction and stitching the reconstructed
surface to the boundary of the retained mesh surface is an
open problem. We propose a new algorithm in this paper to
solve this problem. Another major difference between [10],
[61], [79] and ours is that the membership classification is
accelerated by graphics hardware in our algorithm.

A. Previous work

The previous work about Boolean operations on 3D poly-
hedral objects can be classified into three broad categories:
approaches based on exact arithmetic and interval computa-
tion, special algorithms using approximate arithmetic, and
volumetric methods. In addition, another relevant stream of
research is the techniques in image space.

Exact arithmetic and interval computation

The algorithms for Boolean operations on 3D solid models
have been studied for many years (see [55], [63], [64]). When
implementing these algorithms (ref. [40]–[42]), the problem of
robustness is the major concern. Many of the researches use
exact arithmetic as it provides the most promising approach
to the numerical robustness problem. The authors in [5], [24]
and [25] considered Boolean operations on solids bounded by
piecewise linear surfaces, which are recently optimized and
integrated in CGAL (ref. [16], [34], [35]). More advanced
approaches of Boolean operations by exact arithmetic in
the curved domain can be found in [50]–[52]. Some other
approaches employ the technique of interval arithmetic. The
rounded interval arithmetic was adopted in [44] and [45] to
compute Boolean operations on solids with spline surfaces.
Fang et al. [22] and Segal [72] conducted the tolerances
(which are actually intervals) to keep the information of the
algorithm’s decision-making history. That means, when a new
decision is to be made, the algorithm makes it consistent with
all previous ones by checking the tolerances. A more compre-
hensive review can be found in [68]. However, significant extra
computation and memory are required by the approaches based
on exact arithmetic and interval computation. It is impractical
to apply them on freeform solids with hundreds of thousands
of triangles as the examples shown in this paper.

Approximate arithmetic

Since how to effectively deal with degenerated surfac-
surface intersections is one of the most challenging aspects
of exact solid modeling calculations, some approaches were
proposed to compute approximate Boolean operations instead
of the exact ones. Biermann et al. [8] introduced a method for
computing approximate results of Boolean operations applied
to freeform solids bounded by multi-resolution subdivision
surfaces. Different from the aforementioned algorithms, the
cutting and merging steps are applied at the coarse mesh
level, and the resultant coarse mesh is then fit to the given
detailed mesh surfaces. The robustness problem in intersection
computation is solved by the numerical perturbation method
applied to the coarse meshes. However, it becomes time-
consuming when applying such a perturbation method to the
given models with a massive number of polygons. Recently,
Smith and Dodgson [73] described a topologically robust
algorithm, which uses approximate arithmetic. After carefully
defining the relationship between a series of interdependent
operations, the consistency in output is ensured and therefore
a correct connectivity is guaranteed in the final results. One
major defect of the approach is its inability to borrow the
power of parallel computing, which is available at consumer
level PCs nowadays, since the operations are interdependent.
In addition, the implementation of such a complex algorithm
as [73] is not easy.

Volumetric methods

An alternative to directly computing on mesh surfaces is to
convert them into volumetric representation, and then the re-
sults of Boolean operations can be easily and robustly obtained
on volumetric data (e.g., the adaptive distance-field method in
[26] and the level-set based method in [59]). However, sharp
esges and corners of the original surface are removed by the
sampling process. As observed by Kobbelt et al. in [54], even
if an over-sampling is applied, the associated aliasing error
is not absolutely eliminated since the surface normals in the
reconstructed model usually do not converge to the normal
field of the original model. Therefore, the normal information
is encoded during the sampling in [54] and [46] to provide the
ability of reconstructing sharp features on resultant surfaces.
A variety of variants of [46] have been developed thereafter
trying to enhance the results in the aspects of topology
preservation (ref. [77], [78], [80]), intersection free [48], and
manifold preservation [71]. The authors in [2] employed the
trectree structure to give inside-outside detection of surfels
that resulted in Boolean operations on surfel-bounded solids.
The major drawback of all these approaches except [2] is
that the surface-volume-surface conversion often damages the
geometric details and other attributes of the given models.
Nevertheless, our algorithm has overcome the problem.

Fig. 1. A 2D illustration of Layered Depth Images (LDI), and the samples
sorted by ascending depth values in three pixels are also listed.
Fig. 2. An overview of our algorithm for fast approximation Boolean operation on large polyhedral solids. The vase-lion model and the dragon model have 400k and 277k triangles respectively — it is impractical to compute the Boolean operations on such models using exact arithmetic based commercial solid modeling systems. Our algorithm consists of five steps: 1) LDI sampling and surface clustering, 2) Boolean operation on the LDI samples, 3) membership classification, 4) trimmed adaptive contouring, and 5) post-processing. Note that, for the purpose of having a clear illustration, the LDI is only sampled at $128 \times 128$ in this figure.

**Techniques in image space**

Using graphics hardware to speed up the evaluation of Boolean operations in image space has a long history (ref. [4], [27], [29], [31]–[33], [49], [66], [67], [74]). The purpose of these algorithms is to provide a quick feedback in rendering rather than boundary evaluation, which indeed is our mission.

There are also many approaches in literature using graphics hardware for interference and collision computations in the image space, where a review can be found in [28] and [75]. Among them, the approaches of [38], [60] and the recent variants in [23] and [76] decompose a given non-self-intersected closed object into Layered Depth Images (LDI) through a specified viewing, where each pixel in a LDI contains a sequence of numbers that specify the depths from the intersections (between a ray passing through the center of a pixel along the viewing direction and the object to be sampled) to the viewing plane and the depths are sorted in ascending order. Figure 1 gives a 2D illustration of the samples stored in a LDI. Sampling a given model with LDI along a single direction $t$ will miss the surface regions that are nearly perpendicular to $t$ (e.g., the bottom region of the surface shown in Fig.1). This situation of miss-sampling can be improved by conducting another sampling along the direction perpendicular to $t$. The sampling can be executed on graphics hardware with the help of stencil-buffer and depth-buffer. For a correctly sampled solid model represented by a LDI, the number of sampled depths on a pixel must be even — this can be guaranteed by stencil-buffer based peeling (see [38]). The inside/outside detection can be conducted very efficiently (see [23] and [76]), so a LDI can actually be considered as a semi-implicit representation. LDI adopted in this paper is indeed an extension of the ray-rep (or dixel) in solid modeling (ref. [7], [21], [37], [43], [56]–[58], [69]). The common defect of these approaches is similar to the volumetric representation based ones — when contouring the computed results back into mesh surfaces, many geometric details are easily destroyed. The approaches using voxels (e.g., [11], [17], [20]) have the same problem as ray-rep has in this aspect. Our algorithm outperforms them on this by retaining the facets from original models in non-intersected regions.

**B. Main results**

We sample the given models into LDI solids by the graphics hardware accelerated rasterization. Boolean operations are
robustly conducted on the LDI solids. After applying LDI sampling based membership classification, a trimmed adaptive contouring algorithm is exploited to reconstruct triangular faces for the intersected region by the samples of a LDI. These result in a robust and fast method of approximate Boolean operations on freeform solids with the help of LDI. Our approach maintains the good property of robustness from the volumetric approaches while keeping the triangles in non-intersected regions, which can preserve geometric details better than other volumetric approaches.

II. OVERVIEW

In order to sample a given freeform model \( M \) well and also ease the later surface reconstruction, we adopt a structured set of LDIs consisting of \( x \)-LDI, \( y \)-LDI and \( z \)-LDI sampled along \( x \), \( y \) and \( z \)-axis respectively. The images have the same resolution and are located in a way that their rays intersect at the \( w \) \( w \) \( w \) nodes of uniform grids. A similar sampling can be found in the approaches of triple ray-rep in [7] and [58], and the sampling of surfels in [62]. With the help of structured LDIs, our algorithm can efficiently compute the partial approximate Boolean operations on large polyhedral solids in five steps.

Step 1: LDI sampling and surface clustering

The first step of our algorithm is to sample the piecewise-linear surfaces of given models (see Fig.2(a)) into structured LDIs. Two given models \( M_A \) and \( M_B \) are sampled into the LDI solids \( L_A \) and \( L_B \). To make the rays of \( L_A \) exactly overlap the rays of \( L_B \), the sampling of \( M_A \) and \( M_B \) must be conducted in the same working envelope — the common bounding box of \( M_A \) and \( M_B \). The IDs of triangles on \( M_A \) and \( M_B \) are transferred to the samples of \( L_A \) and \( L_B \) with the help of color buffer. We first assign a unique ID to every triangle of \( M_A \) and \( M_B \). The number of every ID is then mapped into an RGB-color. Therefore, after rendering all faces by the colors according to their IDs, we can easily identify from which triangle the sample at a fragment is sampled by its RGB-color. As each color component is represented by a number with 8 bits, we can render up to \( 2^{24} = 16,777,216 \) distinguished triangles, which is much more than the required number in practical use. For small triangles that are missed during the sampling, we cluster them into the same region group as that of their neighboring sampled triangles by a flood fill method (see Fig.2(b) and 3). Note that this clustering does not prevent recovering them by the LDI samples. In fact, they are approximated by the polygons constructed in step 4.

Step 2: Boolean operation on LDI samples

The computation of a Boolean operation on two LDI solids \( L_A \) and \( L_B \) is decoupled into the Boolean operation on the overlapped rays \( r_A^i(i, j) \in L_A \) and \( r_B^j(i, j) \in L_B \) in parallel. In other words,

\[
L_{\text{res}} = \forall r_{\text{res}}(i, j) \in L_{\text{res}} \quad r_A^i(i, j) \cap r_B^j(i, j)
\]

with “\( \cap \)” denoting one of the Boolean operations: “\( \cup \)”, “\( \cap \)” or “\( \backslash \)”. From the definition of ray-rep, we know that the samples on the rays actually represent a one-dimensional solid where a ray enters into the solid at the odd-th samples and leaves at the even-th samples. Therefore, the Boolean operations on them can be implemented by moving forward incrementally on sorted samples of corresponding rays.

Step 3: Membership classification

In this step, the samples at the LDI solid \( L_{\text{res}} \) are employed to determine which triangles on \( M_A \) and \( M_B \) are to be retained, and remove other triangles. Two given models \( M_A \) and \( M_B \) have been sampled into LDI solids \( L_A \) and \( L_B \). For the new solid \( L_{\text{res}} \) obtained by Boolean operations, a region \( R \in M_A \) (or \( \in M_B \)) remains if and only if it has the same number of corresponding samples in \( L_{\text{res}} \) and \( L_A \) (or \( L_B \)). Putting the triangles of the remaining region of \( M_A \) and \( M_B \) together, a mesh surface \( M_P \) that is part of the resultant solid is obtained. \( M_P \) is an open surface. The samples in \( L_{\text{res}} \) with their corresponding triangles removed are called IR-samples (e.g., the black dots in Fig.2(d)), where “IR” stands for intersected region. The IR-samples are a discrete representation of surfaces near the intersected regions on the Boolean result of \( M_A \) and \( M_B \). The IR-samples on \( L_{\text{res}} \) together with \( M_P \) give a Mesh/LDI-hybrid representation of the resultant solid. The surface regions represented by IR-samples are named as intersected regions. Figure 2(d) shows such a hybrid representation. Note that for the “\( \cup \)” operation, the triangles from \( M_B \) must have their normals flipped by reversing the order of their vertices. To ensure \( M_P \) does not contain any part not on the real resultant model, the regions next to the boundary of \( M_P \) are removed as well.

Step 4: Trimmed adaptive contouring

This is the most difficult step of our algorithm. A trimmed adaptive contouring algorithm is exploited to generate the mesh surface approximating the shape represented by the IR-samples while interpolating the boundary of \( M_P \). We first construct the octree structure according to the geometry, topology and surface stitching criteria (see Fig.2(e)). Then the mesh surface \( M_I \) is contoured from the octree and stitched to \( M_P \). An example is shown in Fig.2(f), where the red polygons belong to \( M_I \). Details of the trimmed adaptive contouring algorithm are presented in the following section.

Step 5: Post-processing

The post-processing step conducts the remaining work of triangulating the quadrilateral faces on \( M_I \), eliminating the non-manifold entities on the resultant mesh surface, and filling the local topology information in the data structure of the mesh surface — see the result in Fig.2(g).
III. TRIMMED ADAPTIVE CONTOURING ON MESH/LDI-HYBRID REPRESENTATION

A trimmed adaptive contouring algorithm is developed to generate the mesh surface \( M_f \) in intersected regions by samples of \( L_{res} \). Meanwhile, \( M_f \) is stitched to the mesh surface \( M_P \), which is obtained after membership classification. The adaptivity is gained by using a hierarchical structure — octree. The algorithm consists of two major steps: 1) octree construction and 2) mesh generation and stitching. As a result, \( M_f \) and \( M_P \) are tightly stitched together to produce the resultant surface of Boolean operations. Although some small holes (or gaps) are generated on the resultant mesh, they can be easily eliminated by a cleaning process.

A. Octree construction

An octree is constructed to govern the mesh generation of \( M_f \), where the space occupied by each node is defined as a cell. However, different from the construction strategy of the octree as shown in [71], [77], [78], we need to consider both the topology and the shape of \( M_f \) and the boundary of \( M_P \). The octree is constructed in a top-down manner. Starting from the root cell, the cells are recursively refined into eight sub-cells based on the conditions of 1) the topology simplicity, 2) the geometry approximation, and 3) the surface stitching. For a LDI with \( w \times w \) resolution and that has the orthogonal distance \( r \) between rays, if we assume that \( w = 2^n + 1 \) with \( n \) being an integer, we can define the root cell’s width as \( 2^n r \) and locate the root cell to the position where its edges overlap with rays in \( L_{res} \). By this, the refined cells can always have their edges overlapped with rays in \( L_{res} \) as long as the widths of the cells are \( \geq r \). Therefore, the inside/outside status of the eight nodes in a cell can be detected quickly.

Topology simplicity For the face of a cell \( C \), when the diagonal nodes on the face have the same inside/outside status, the topology of the surface inside the cell is ambiguously defined (e.g., the right face in Fig.4(a)). This is called face ambiguous. When any pair of diagonally opposite nodes in the cell \( C \) has one sign (inside or outside) while the other vertices have a different sign, the topology of the surface inside the cell is also ambiguous (e.g., Fig.4(b)). This is named as voxel ambiguous. When a cell has any of the above ambiguity, it needs to be further refined to figure out the real topology inside. Furthermore, as shown in Fig.4(c), when any edge of a cell contains more than one LDI sample (i.e., have multiple intersections between the ray and the real resultant surface), the cell also contains complex topology and needs to be further subdivided.

A cell that contains a part of the surface but all its eight nodes are detected as inside is defined as a fake solid volume. If a cell is a fake solid volume, its inside topology is complex. For a cell whose width is greater than \( r \), such a case can be detected by checking if any LDI sample is in the cell when the cell’s eight nodes are all inside the resultant solid. A similar situation occurs when a cell has a fake solid face — a face with all its four nodes inside (or outside) but having some 1D solids from the LDI passing through. Figure 5 gives some examples. Fake empty volumes and fake empty faces can be checked in a similar way.

For a cell \( C \) with its width longer than \( r \), if it is in any of the following cases,

- face ambiguous;
- voxel ambiguous;
- having more than one sample on a cell-edge;
- being a fake solid (or empty) volume;
- having a fake solid (or empty) face;

the cell \( C \) must be further subdivided into eight sub-cells. To find the right balance between speed and accuracy, the refinement is bounded by the resolution of the LDI.

Geometry approximation The samples of \( L_{res} \) inside a cell \( C \) can be considered as a set of Hermite data points which specify the geometry in \( C \). The normal vector of a Hermite point in \( L_{res} \) is obtained by the triangle from which the point is sampled. In the later mesh generation algorithm, the geometry of a leaf-node cell \( C \) containing the reconstructed surface \( M_f \) is approximated by a vertex and its adjacent faces. The vertex is located at a QEF-minimizing-point \( q_c \), whose position minimizes the Quadratic Error Function (QEF), \( Q_F(q_c) = \sum_{i} h_{i} ((q_c - h_{i}) \cdot n_{h_{i}})^2 \), defined by all Hermite data points \( (h_{i}, n_{h_{i}}) \) in \( C \). To be robust, the position \( q_c \) minimizing \( Q_F(q_c) \) can be computed by the singular value decomposition (SVD). Therefore, to control the geometry approximation error on \( M_f \), we check the error between \( q_c \) and the planes defined by the Hermite samples. If \( \exists [h_{i}, n_{h_{i}}] \) that \( |(q_c - h_{i}) \cdot n_{h_{i}}| > \varepsilon_g \), the cell \( C \) needs to be further refined. \( \varepsilon_g \) is a coefficient used to control the shape approximation error. We choose \( \varepsilon_g = 0.1 r \) in all our examples.
Surface stitching According to the IR-samples defined in the previous section, a cell $C$ can be classified into the following different categories.

- **reconstructed-interior-cell**: if all samples of $L_{res}$ inside $C$ are IR-samples;
- **retained-interior-cell**: if no sample inside $C$ is an IR-sample;
- **boundary-cell**: others that have both IR-samples and other LDI samples.

As we will stitch the vertices generated in the leaf-node cell to the boundary curves of the open surface $M_P$, the topology of the boundary embedded in a cell $C$ must also be considered when constructing the octree. Every boundary-cell spans the space intersecting $M_A$ (or $M_B$) that has some triangles removed and some retained. Thus, it must hold some boundary curves of $M_P$. The surface $M_P$ in the cell $C$ has a boundary curve with simple topology if $C$ contains

- a single boundary edge of $M_P$ (e.g., Fig.6(a)), or
- two adjacent boundary edges and their shared vertex (e.g., Fig.6(b)).

By this rule, all cells containing boundary edges of $M_P$ are classified as simple-boundary-cells – cells containing boundary with simple topology, or complex-boundary-cells – other cells holding boundary edges of $M_P$. If the cell $C$ is a boundary-cell, the refinement of $C$ only stops when it is a simple-boundary-cell.

This criterion is adopted to ensure that the final mesh surface generated from the octree can be tightly stitched to $M_P$. Details of the stitching are discussed in the subsection of surface stitching below. In practice, to speed up the computation, topology simplicity and geometry approximation error are only detected on those reconstructed-interior-cells as the mesh surface $M_I$ is only constructed by the reconstructed-interior-cells and boundary-cells. The pseudo-code is as shown in **Procedure 1**. Calling **Procedure CellRefinement** with the root cell and all boundary edges on $M_P$ can construct the octree $T_r$ for mesh generation and stitching. The refinement of cells can be run in parallel on multi-core CPUs.

### B. Mesh generation and stitching

After constructing the octree $T_r$, the mesh surface $M_I$ stitching to the retained mesh surface $M_P$ (obtained by surface membership classification) is generated by contouring the octree. Similar to other octree contouring algorithms in [46], [77], [78], the polygonal faces are only constructed on minimal-edges of $T_r$ that exhibit a sign change on their two endpoints. The minimal-edge is an edge on the leaf-node cell that does not properly contain an edge of a neighboring leaf. Mesh generation can be compactly implemented by recursively calling the functions to process the volumes, the faces and the edges of cells. More implementation details of contouring an octree can be found in [70]. Here, we only focus on the difference between our trimmed adaptive contouring algorithm and standard contouring.

First of all, we do not construct faces for all minimal-edges with a change of sign. In conventional contouring, quadrilateral (or triangular) faces are constructed around the minimal edges that exhibit a sign change when the minimal edges are adjacent to four (or three) leaf-node cells. However, we are going to generate the mesh surface $M_I$, which is a mesh surface only in the space spanned by boundary-cell or reconstructed-interior-cell.

The remarks and propositions below prove how a watertight result can be produced by $M_P$ and $M_I$.

**Remark 1** Faces of $M_I$ are only constructed on the sign-changed minimal-edges whose neighboring cells are either boundary-cell or reconstructed-interior-cell.

As illustrated in Fig.7(a), if there are four cells around a minimal-edge and one cell among them is a retained-interior-
cell, no face is generated for the minimal edge. When all four cells are either boundary-cell or reconstructed-interior-cell, a quadrilateral face is generated during the contouring (e.g., the case shown in Fig.7(b)).

**Proposition 1** If all leaf boundary-cells in the octree are with simple topology, the mesh $M_I$ generated by the above method has the same boundary topology as that of $M_P$.

**Proof.** For the leaf cells of the octree constructed by the aforementioned method, reconstructed-interior-cells and retained-interior-cells are separated by boundary-cells and empty (solid) cells. The polygons are constructed only according to the sign changed minimal-edges, thus the boundary on the reconstructed mesh surface $M_I$ is only from the boundary-cells. If a boundary-cell $C_b$ is a simple cell, the topology of $M_P$’s boundary in $C_b$ is the same as that of the boundary formed by the reconstructed faces of $M_I$. Therefore, $M_I$ and $M_P$ have the same boundary topology.

Vertices of the reconstructed mesh $M_I$ are created in both the reconstructed-interior-cells and the boundary-cells adjacent to sign changed minimal-edges. The vertices in the reconstructed-interior-cells are placed at the position of their QEF-minimizing-points (e.g., the purple vertex in Fig.7(b)). A more difficult problem about how to locate vertices in the boundary-cells is discussed below.

The vertices of the mesh $M_I$ in those leaf boundary-cells are positioned by stitching to the boundary of the mesh surface $M_P$.

**Remark 2(a)** For a simple-boundary-cell $C$ with two adjacent boundary edges, their shared vertex $v_e$ is adopted as the vertex in this cell.

**Remark 2(b)** The vertex $v$ in a simple-boundary-cell $C$ (whose QEF-minimizing-point is $q_e$) contains only a single boundary edge $e$, and the position of $v$ is computed by the closest point to $q_e$ on $e$.

The boundary edge $e$ and its adjacent face must be split by the vertex $v$ of cell $C$ so that $M_I$ and $M_P$ match in $C$ not only geometrically but also topologically. An illustration is given in Fig.8. A more complex case is that one boundary edge $e$ passes through a few boundary cells (as shown in Fig.9). Therefore, in our implementation, we separate the projection and splitting. After projecting all vertices in the simple-boundary-cells, the created vertices are attached to $e$ and sorted by their positions on $e$. The splitting is conducted thereafter as a face may be split into more than one triangle (see Fig.9).

**Proposition 2** If the reconstructed mesh surface $M_I$ and the open mesh $M_P$ have the same boundary topology, $M_I$ and $M_P$ are connected in watertight by locating the boundary vertices on $M_I$ in the way of Remark 2.

The proof of this proposition is straightforward. However, the leaf boundary-cells in the octree are NOT intrinsically with simple topology. More complex-boundary-cells are generated when the sampling distance of LDI solids is much larger than the size of triangles on given models (e.g., as the case shown in Fig.3). Increasing the sampling rate of LDI decomposition helps reduce the number of complex-boundary-cells in the octree. However, having a very high resolution may greatly increase the time and memory requested, which is impracti-
cal. Therefore, three filters are developed and consecutively applied to amend \( M_P \) before mesh generation.

- **Edge-Split** filter: For a boundary \( e \) in a leaf boundary-cell \( C \), if no endpoint of \( e \) is in \( C \), a new vertex \( v_m \) is inserted to split \( e \) at the middle point of \( e \)'s part inside \( C \). Meanwhile, the adjacent face of \( e \) is also split. Note that, the splitting is conducted after all new vertices have been introduced as one triangle may be split into more than two triangles (e.g., Fig.10(b)).

- **Node-Collapse** filter: For a leaf boundary-cell \( C \), all boundary vertices of \( M_P \) in \( C \) are collapsed into one boundary vertex \( v_c \) — the relevant edges are merged and the faces are eliminated as well. See Fig.10(b) and (c) for the illustration. Implementation details can be found in [36].

- **Node-Position** filter: For a complex-boundary-cell \( C \), the only boundary vertex \( v_c \) obtained after applying the Node-Collapse filter is moved to its QEF-minimizing-point.

Figure 10 illustrates the procedure of processing the boundary of \( M_P \) by these filters. After applying the Edge-Split filter and then the Node-Collapse filter on all leaf boundary-cells in the octree \( T_r \), each boundary vertex of the remaining mesh surface \( M_P \) is in a different leaf boundary-cell in \( T_r \). Although these filters do not fully convert the topology in the complex-boundary-cells to a simple one, they make the resultant mesh surface \( M_I \) stitch to \( M_P \) with a very limited number of holes. The number of holes can also be reduced by increasing the resolution of LDI sampling (e.g., Fig.11).

Similar to the cell refinement step, the mesh generation step can also be parallelized and run on multi-core CPUs. However, mesh generation is memory-access intensive rather than compute intensive. Therefore, the speed up by parallelization is not significant for mesh generation.

Since only one vertex is constructed in each cell, the complex topology inside a cell cannot be successfully reconstructed if the sampling rate is insufficient. In other words, the resultant model of our approach would not be homeomorphic to the correct result as ours only approximates the real shape and topology at the intersected regions. This however can be improved by increasing the sampling rate of the LDI.

C. Processing for two-manifold topology

To generate a two-manifold mesh surface as the result of Boolean operations, we need to carefully process the topology entities when reconstructing the mesh surface \( M_I \) for stitching. When creating a triangle \( f_{\text{new}} \) to link three vertices \( v_p, v_q, \) and \( v_r \), the existing topological entities around the vertices must be checked. For vertices \( v_p \) and \( v_q \), if there is already an edge \( v_p v_q \) that has triangles on both its sides, we give up constructing the triangle \( f_{\text{new}} \). The construction of \( f_{\text{new}} \) is also canceled when a similar case occurs on the edge \( v_q v_r \) or \( v_r v_p \). As a result, the resultant surface stitching to \( M_P \) is either a two-manifold surface or an open mesh surface with a few hanging vertices. The generation of hanging edges is prevented.

The following Node-Open operator is applied to eliminate the hanging vertices on the boundary.

- **Node-Open** operator: For a boundary vertex \( v_s \) linked with \( n(n > 2) \) boundary edges, \( \left( (n - 2)/2 \right) \) new vertices coincident to \( v_s \) are constructed, and the edges and faces linking to \( v_s \) are separated so that every vertex is linked with only two boundary edges (see Fig.12).

Now every boundary vertex on \( M_{res} \) has two boundary edges only. It is easy to walk along the boundary edges to link them into closed boundary loops (i.e., holes). Then, we apply the dynamic programming based triangulation technique in [6] to
fill every hole by an optimal set of triangles that minimize the total area of filled triangles. The resultant surface $M_{\text{res}}$ is obtained.

IV. DISCUSSION

A. Sampling

We have not analyzed whether $L_{\text{res}}$ can provide enough samples for surface membership classification and reconstruction.

Definition The point set $S$ sampled from the model $M$ is defined as a $d$-covering of $M$ if any point $p$ on $M$ can find a point $q \in S$ that $\|p - q\| \leq d$.

Lemma A model $M$ sampled into a structured set of LDIs gives a $d$-covering of $M$ with $d$ bounded by $\sqrt{3}r$, where $r$ is the sampling distance in the LDI.

Proof. The rays from a structured set of LDIs actually form many cubic cells. The samples of LDIs are located at the edges of the cells. After analyzing the possible configurations of surface inside the cells, the configuration with the longest distance from a surface point $p$ to the samples on the LDI is as shown in Fig.13. The distances from $p$ to the intersections on the cell edges are $\sqrt{3}r$. Therefore, after sampling a given model $M$ into LDIs with sampling distance $r$, the obtained point set $S$ gives a $d$-covering of $M$ with $d \leq \sqrt{3}r$.

Obviously, $L_{\text{res}} = L_A \odot L_B$ gives the same result as a LDI solid sampled from $M_{\text{res}} = M_A \odot M_B$.

B. Robustness enhancement on tangential contact

The most difficult problem in a boundary evaluation based implementation of Boolean operations is how to handle the tangential contact. Here, it is solved by computing the Boolean operation on LDI solids instead of mesh surfaces — i.e., the tangentially contacted samples are merged (or eliminated) when computing $L_{\text{res}}$. On a ray, the 1D volumes (or gaps) whose thickness are smaller than $\epsilon$ are removed from the 1D volumes of the resultant LDI samples. $\epsilon = 10^{-5}$ is chosen in our implementation. This is because the depth values are encoded in single precision floats on graphics hardware, and $\epsilon = 10^{-5}$ is slightly larger than the smallest number that can be presented by single precision float (i.e., with 32 bits).

However, when merging is conducted intrinsically by the moving forward algorithm for Boolean operations, the tangentially contacted samples on $L_A$ and $L_B$ are removed randomly. This may lead the LDI based membership classification to mistakenly remove the contacted triangles. For example, as shown in Fig.14, when computing union of two models $A$ and $B$, the intrinsic merging may cause some samples from $A$ and some from $B$ to be removed at the tangentially contacted region (see Fig.14(b)). In the worst case, there is no triangle at the contacted region with its corresponding samples all retained after the union operation — thus, no triangle is retained after membership classification. Although the surface can be reconstructed later in the reconstruction step, the unnecessary removal and reconstruction waste much computing time and may introduce unnecessary geometric errors. Such a mistaken removal of triangles can be prevented if the method below is adopted in Boolean operations.

Remark 3 When merging two tangentially contacted samples on two overlapped rays from $L_A$ and $L_B$, the one with a greater (or smaller) value in its corresponding triangle ID is removed consistently.

C. About self-intersection removal

The algorithm proposed in this paper requires that the surfaces of two given models are closed non-self-intersected mesh surfaces. For objects that are incorrectly presented by mesh surface with small-holes, we fill the holes by the method in [6]. If the models are with big holes, they can be processed by the method in [47] or [9]. Although holes on mesh surfaces can be easily detected, the detection of self-intersections by the mesh representation is difficult. Nevertheless, they can
be detected and removed from the LDI solid by a counting algorithm.

For a ray, we assign each segment a Normal Index. Starting from zero, we increase the index by one when meeting a Hermite sample whose normal \( \mathbf{n}_p \) is opposite to the ray’s direction \( \mathbf{n}_r \) (i.e., \( \mathbf{n}_p \cdot \mathbf{n}_r < 0 \)); conversely, the index is decreased by one when meeting a sample that \( \mathbf{n}_p \cdot \mathbf{n}_r > 0 \). Note that according to the ray-casting based sampling method of LDI, no sample having its normal perpendicular to \( \mathbf{n}_r \) can be obtained. After specifying the Normal Index, only the samples whose neighboring segments are labeled as \((0,1)\) or \((1,0)\) are retained. The formal proof of this algorithm has gone beyond the scope of this paper and can be found in [39]. Figure 15 shows the illustration of the algorithm. The blue ones in Fig.15 are those samples removed in this way to eliminate self-intersections on the input model.

V. Experimental Results

We have implemented the above algorithm in C++ plus OpenGL and tested various examples with a massive number of triangles (see Fig. 1, 16 and 17) on a consumer level PC with Intel Core 2 Quad CPU Q6600 2.4GHz + 4GB RAM and GeForce 8800 GT graphics card. The implementation of LDI sampling is based on the code of OpenGL in [38] which takes advantage of the excellent computational power provided by modern graphics hardware, and the construction of the octree is parallelized using OpenMP.

In order to compare the proposed algorithm with the state-of-the-art, we also implemented two other programs for Boolean operations. One calls the API functions provided by the commercial software package ACIS R15 [1], and the other employs the Boolean operation functions on 3D selective Nef Complexes in the newest version of CGAL library [16]. The comparisons of computing time are listed in Table I. It can be found that our method works well on the freeform models with a massive number of triangles (e.g., the models in Fig.2, 16 and 17), which cannot be computed by ACIS and CGAL. Moreover, it is surprising that, although the exact arithmetic is conducted, ACIS fails in the two tangential contact examples from the jewelry industry while ours works well in them (see Fig.16(e) and (f)). CGAL can work out the example (though very slowly) with two rings in Fig.16(f) but fails in the example of ring and bars in Fig.16(e). We also test the models on the commercial software Rhinoceros [65] that claims to offer robust and very fast Boolean operations. It fails in several example models tested here (see Table I). In the failed examples, sometimes the program stops the computation after several seconds and does not modify the input models. In some examples, incorrect results are generated. Figure 18 shows the examples with incorrect output from Rhinoceros. For those examples where correct models can be generated by Rhinoceros, the speed of Rhinoceros is much slower than ours (see also the statistics shown in Table I).

Successfully computing the examples shown in Fig.2, 16 and 17 in a few seconds has verified the efficiency and the robustness of our algorithm presented in this paper. Another interesting phenomenon is that, when increasing the resolution of LDI sampling, most of the additional time is spent on the sampling part. Specifically, when the resolution is increased to two or four times, the time cost of our approach rises much more slowly than that of the increase in resolution.

As our proposed algorithm computes the approximate Boolean operations, the surface errors are measured using the publicly available Metro tool [18] by comparing with the exact Boolean operation’s result obtained from CGAL. From Table II, it is not difficult to conclude that our method generates accurate models, and the accuracy converges while increasing the sampling rate.

Why do we not simply reconstruct the resultant mesh surface from \( L_{res} \)? This is because the full reconstruction from \( L_{res} \) often damages the geometric details in non-intersected regions and also takes a longer computational time. To prove this, some tests are conducted to fully reconstruct mesh surfaces from \( L_{res} \) (i.e., let \( M_P = \phi \) and reconstruct \( M_f \) from all samples in \( L_{res} \)). In these tests, we choose the moderate resolution — \( 513 \times 513 \) LDI solids. The statistics of both the computing time and the shape error are listed in Table III, which verify our analysis above.

Limitations The major limitation of our algorithm is that self-intersection may happen on the resultant mesh because the mesh generation method is akin to dual-contouring. More details can be found in [48], where the authors have given an...
Fig. 16. Examples of our fast approximate Boolean operation algorithm on various models: (a) ((Cube $\cup$ Sphere) $\cap$ Sphere2) and ((Cube $\setminus$ Sphere) $\cap$ Sphere2), (b) (Chair $\setminus$ Octa-Flower), (c) (Pig $\cup$ Filigree), (d) (Helix $\setminus$ Multi-slices $\cap$ Cylinder), (e) (Ring $\cup$ Bars $\setminus$ Bars) – the "\" operation needs to handle tangential contact, and (f) the union of tangentially contacted Ring-A and Ring-B.

TABLE III

<table>
<thead>
<tr>
<th>Example</th>
<th>$E_{\text{mean}}$</th>
<th>Computing Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chair $\setminus$ Octa-Flower</td>
<td>$9.30 \times 10^{-4}$</td>
<td>2.90 (sec.)</td>
</tr>
<tr>
<td>Helix $\setminus$ Slices</td>
<td>$2.21 \times 10^{-3}$</td>
<td>4.29 (sec.)</td>
</tr>
<tr>
<td>(Helix $\setminus$ Slices) $\cap$ Cylinder</td>
<td>$3.19 \times 10^{-3}$</td>
<td>4.15 (sec.)</td>
</tr>
<tr>
<td>Ring-A $\cup$ Ring-B</td>
<td>$1.67 \times 10^{-4}$</td>
<td>3.59 (sec.)</td>
</tr>
</tbody>
</table>

* The errors are reported in percentage with reference to the diagonal lengths of the models’ bounding boxes.

The second limitation of our algorithm is that complex topology inside the finest resolution of a cell is collapsed, which may miss features whose sizes are smaller than that of the finest cell. However, this can be avoided if the sampling rate of the Layered Depth Images is assigned to bound the $d$-covering (see Lemma 1). An alternative is to use the method presented in [3] to predict the topology inside the finest cell and then adjust the method to generate polygons.

VI. Conclusion

In this paper, we have presented an approximate Boolean operation algorithm using Layered Depth Images (LDI) for freeform solids, which are bounded by mesh surfaces with a massive number of triangles. The major parts of our algorithm are the sampling based membership classification using LDI, and the trimmed adaptive contouring to reconstruct the mesh.

improved contouring algorithm. We will further study it to see how their technique can be integrated into our algorithm. In our current implementation, we simply employ the above self-intersection elimination method to process input models.
surface in the intersected regions from the LDI. The advantage in numerical robustness of other approaches using volumetric representations is inherited in our algorithm; however, unlike other volumetric representation based methods, we do not damage the facets in non-intersected regions, thus preserving geometric details and also speeding up the computation. The efficiency and robustness of our algorithm have been verified by various example models with complex geometry and topology.
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TABLE I
Computational Statistics in Time (second)

<table>
<thead>
<tr>
<th>Example</th>
<th>Figure</th>
<th>Face Num. First</th>
<th>Second</th>
<th>ACIS</th>
<th>CGAL</th>
<th>Rhinoceros Our Approach with Diff. Res.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vase-Lion ∪ Dragon</td>
<td>2</td>
<td>400k</td>
<td>277k</td>
<td>n/a</td>
<td>n/a</td>
<td>71%</td>
</tr>
<tr>
<td>Chair – Octa-Flower</td>
<td>16(b)</td>
<td>464</td>
<td>15.8k</td>
<td>1.72</td>
<td>7.82</td>
<td>82%</td>
</tr>
<tr>
<td>Pig ∪ Filigree</td>
<td>16(c)</td>
<td>1.208</td>
<td>260k</td>
<td>n/a</td>
<td>n/a</td>
<td>76%</td>
</tr>
<tr>
<td>(Helix – Slices) ∩ Cyn.</td>
<td>16(d)</td>
<td>74k</td>
<td>920</td>
<td>19.9</td>
<td>77.5</td>
<td>47%</td>
</tr>
<tr>
<td>Ring ∪ Bars – Bars</td>
<td>16(e)</td>
<td>10.4k</td>
<td>4,172</td>
<td>n/a</td>
<td>n/a</td>
<td>56%</td>
</tr>
<tr>
<td>Ring-A ∪ Ring-B</td>
<td>16(f)</td>
<td>12.3k</td>
<td>14.3k</td>
<td>35.0</td>
<td>3.05</td>
<td>43%</td>
</tr>
<tr>
<td>Dragon – Bunny</td>
<td>17</td>
<td>277k</td>
<td>69.6k</td>
<td>n/a</td>
<td>n/a</td>
<td>25%</td>
</tr>
<tr>
<td>Buddha ∪ Vase-Lion</td>
<td>17</td>
<td>871k</td>
<td>400k</td>
<td>n/a</td>
<td>n/a</td>
<td>597</td>
</tr>
</tbody>
</table>

* n/a denotes that the API function reports fail during Boolean operations;
† In bracket is the time used for sampling and reading back from the graphics hardware.

TABLE II
Shape Error Reported by the Metro Tool [18]

<table>
<thead>
<tr>
<th>Example</th>
<th>Res.: 257 × 257</th>
<th></th>
<th></th>
<th>Res.: 513 × 513</th>
<th></th>
<th></th>
<th>Res.: 1025 × 1025</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>E_{\text{mean}}(%)</td>
<td>E_{\text{max}}(%)</td>
<td>E_{\text{mean}}(%)</td>
<td>E_{\text{max}}(%)</td>
<td>E_{\text{mean}}(%)</td>
<td>E_{\text{max}}(%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chair – Octa-Flower</td>
<td>1.03 × 10^{-3}</td>
<td>1.43</td>
<td>7.66 × 10^{-3}</td>
<td>0.783</td>
<td>2.89 × 10^{-4}</td>
<td>0.377</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Helix – Slices</td>
<td>3.14 × 10^{-3}</td>
<td>0.842</td>
<td>1.08 × 10^{-3}</td>
<td>0.406</td>
<td>4.12 × 10^{-4}</td>
<td>0.187</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Helix – Slices) ∩ Cylinder</td>
<td>5.67 × 10^{-3}</td>
<td>0.795</td>
<td>1.88 × 10^{-3}</td>
<td>0.414</td>
<td>9.95 × 10^{-4}</td>
<td>0.180</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ring-A ∪ Ring-B</td>
<td>8.22 × 10^{-3}</td>
<td>0.0496</td>
<td>5.07 × 10^{-3}</td>
<td>0.960</td>
<td>2.31 × 10^{-4}</td>
<td>0.0305</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* The errors are reported in percentage with reference to the diagonal lengths of the models’ bounding boxes.

[34] P. Hachenberger and L. Kettner, “Boolean operations on 3D selective nef complexes: optimized implementation and experiments,” Proc. ACM...