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ABSTRACT

Device aging, which causes significant loss on circuit performance and lifetime, has been a main factor in reliability degradation of nanoscale designs. Aggressive technology scaling trends, such as thinner gate oxide without proportional down-scaling of supply voltage, necessitate an aging-aware analysis and optimization flow during early design stages. Since only a small portion of critical and near-critical paths can be sensitized and may determine the circuit delay under aging, path sensitization should also be explicitly addressed for more accurate and efficient optimization. In this paper, we first investigate the impact of path sensitization on aging-aware timing analysis and then present a novel framework for aging-aware timing optimization considering path sensitization. By extracting and manipulating critical sub-circuits accounting for the effective circuit delay, our proposed framework can reduce aging-induced performance degradation to only 1.21% or one-seventh of the original performance loss with less than 2% area overhead.

1. INTRODUCTION

As discussed in the 2009 International Technology Roadmap for Semiconductor [1], the long-term reliability of nanometer integrated circuits can reach a noteworthy order of 10^13 FITs (failures in 10^9 hours). Some of the main challenges driving the design of reliable systems (i.e., design for reliability) encompass soft errors, process variations, and device aging phenomena. With the continuous scaling of transistor dimensions, device aging, which causes significant loss on circuit performance and lifetime, is becoming increasingly dominant for temporal reliability concerns. Therefore, an early-stage design optimization flow considering aging effects is necessitated as a key factor in guaranteeing consistently reliable operation over a desired lifespan.

Among various aging mechanisms, negative bias temperature instability (NBTI) [2] is known for being particularly crucial due to current scaling trends such as shrinking thickness of gate oxide. NBTI is a PMOS aging phenomenon that occurs when PMOS transistors are stressed under negative bias (Vgs = -Vdd) at elevated temperature. As a result of the dissociation of Si-H bonds along the Si-SiO2 interface, NBTI-induced PMOS aging manifests itself as an increase in the threshold voltage and decrease in the drive current [3], which in turn slow down the rising propagation delay of logic gates. Experiments on PMOS aging [4] indicate that NBTI effects grow exponentially with thinner gate oxide and higher operating temperature, which are the expected trends of technology scaling. If the thickness of gate oxide shrinks down to 4nm, the circuit performance can be degraded by as much as 15% after 10 years of stress and lifetime will be dominated by NBTI [5]. In contrast, the aging mechanism can be partially recovered when the stress condition is relaxed (Vgs = 0).

In addition to the oxide thickness and operating temperature, NBTI-induced performance degradation strongly depends on the amount of time during which a PMOS transistor is stressed. In [6][7], the increase in threshold voltage has been shown to be a logarithmic function of the corresponding stress time. This parameter, depending on the circuit topology and input vectors, is distributed non-uniformly from transistor to transistor. The asymmetric distribution may lead to 2-5X difference in the degradation rate of threshold voltage [7].

When dealing with the problem of aging-induced performance degradation, it is important to consider path sensitization because (i) only a small portion of long paths can determine the delay of a circuit no matter whether aging applies, and (ii) a path that is not critical/sensitizable before aging may become critical/sensitizable after aging and affect circuit performance. A path is sensitizable if it can be activated by at least one combination of input transitions. In this paper, by using timed automatic test pattern generation [8], we examine the impact of path sensitization on aging-aware timing analysis and also explore the benefits of considering path sensitization for aging-aware timing optimization.

The rest of this paper is organized as follows: Section 2 gives an overview of related work and outlines the contribution of our paper. In Section 3, we review the concept of path sensitization and discuss its impact on aging-aware timing analysis. Section 4 presents an efficient methodology for aging-aware timing optimization considering path sensitization. In Section 5, the experimental results for a set of standard benchmarks are demonstrated. Finally, we conclude our work in Section 6.

2. RELATED WORK AND PAPER CONTRIBUTION

2.1. Previous Work on Aging-Aware Timing Optimization

Traditional design methods add guard-bands or adopt worst-case margins to account for aging phenomena, which in practice refer to over-design and may be expensive. To avoid overly conservative design, the mitigation of aging-induced performance degradation can be formulated as a timing-constrained area minimization problem with consideration of aging effects. Recent aging-aware techniques basically follow this formulation. The authors of [9] proposed a gate sizing algorithm based on Lagrangian relaxation. An average of 8.7% area penalty is required to ensure reliable operation for 10 years. Other methods related to gate or transistor sizing can be found in [10][11].

A novel technology mapper considering signal probabilities for NBTI was developed in [12]. This technique takes signal probabilities as one of the arguments when searching for the best match in a given standard cell library. On average 10% area recovery and 12% power saving are accomplished, as compared to the most pessimistic case assuming static NBTI on all PMOS transistors in the design. A framework using joint logic restructuring and pin reordering [13] can mitigate NBTI-induced performance degradation with no gate area overhead, while decreasing the number of critical transistors under severe NBTI. In [14], a
reconfigurable flip-flop design based on time borrowing is introduced for aging detection and correction. Among all of the aforementioned approaches, only the one in [11] considers path sensitization for more accurate optimization. However, the approach involves path enumeration (on a path-wise basis) of exponential complexity and is not scalable for large benchmarks.

Instead of reducing NBTI effects during active mode as described above, an idea of NBTI-aware optimization during standby mode was presented in [15]. Input vectors for minimum standby-mode leakage are selected to minimize PMOS aging. Moreover, for gates that are deep in a large circuit and cannot be well controlled by primary input vectors, internal node control [16] intrusively assigns logic “1” to those gates if they are on the critical paths. The logic “1” relaxes the stress condition and can thus relieve the NBTI impact.

2.2. Paper Contribution

By employing timed automatic test pattern generation (timed ATPG) [8] for timing analysis considering path sensitization, we propose a methodology to identify critical gates that are truly necessary to be manipulated for aging-aware timing optimization. Timed ATPGs, based on the satisfiability (SAT) problem, is used to generate input patterns activating critical paths. In this way we can efficiently identify those gates along the activated critical paths as critical gates. A small subset of critical gates is finally selected as candidate for aging-aware timing optimization, and more importantly, with path sensitization explicitly addressed. The contributions and advantages of our methodology are threefold:

- **Runtime efficiency and process variability awareness:** Unlike existing work [11] which formulates the gate sizing problem on a path-wise basis, we directly identify gates to be resized without enumerating all possible paths. Hence, the proposed algorithm is efficient in terms of runtime and scalable for large-scale designs. Furthermore, our methodology involves iterative optimization and converges perfectly even in the presence of manufacturing process-driven variations.

- **Low design penalty:** The framework presented in [13] is implemented and integrated into our methodology. Due to the fact that (i) the joint approaches in [13] reduce the number of critical transistors with marginal design penalty and (ii) not all of the gates on critical paths require resizing when path sensitization is considered, the integrated framework incurs very little area overhead compared to existing techniques based on sizing alone or without considering path sensitization.

3. IMPACT OF PATH SENSITIZATION ON AGING-AWARE TIMING ANALYSIS

3.1. Sensitizable Paths vs. False Paths

A path is defined as a sensitizable path if there is at least one primary input vector activating the path. From the timing perspective, a sensitizable path can propagate a transition (rising or falling) to at least one primary output, which may determine the delay of a circuit. Figure 1 shows two conditions of path sensitization for a 3-input AND gate. As indicated by red dotted lines, a path to be sensitized must hold either the earlier controlling transition (i.e., falling transition for an AND gate), see Figure 1(a) or the latest non-controlling (rising) transition if all input transitions are non-controlling (see Figure 1(b)). In contrast, a path that is not sensitizable is called a false path whose delay, however, cannot affect the circuit performance.

For example, in Figure 2, the highlighted gates depict the longest topological path \(f \rightarrow i \rightarrow j \rightarrow k \rightarrow l \rightarrow m \rightarrow n \rightarrow o\). Since there does not exist a combination of input transitions activating the path, the longest topological path is a false path and will not determine the delay of the circuit. Note that, in this case, no other path except the highlighted false path passes through the gates feeding wires \(i\) and \(j\); in other words, they do not lie on any sensitizable path. Therefore, any amount of aging-induced delay increase at these two gates will never reflect performance degradation on the circuit. Speeding up these gates is of no benefit in terms of circuit performance. In order for more accurate and efficient optimization, the basic principle of our methodology is to extract and manipulate the sub-circuit covering only sensitizable paths which are critical or near-critical. The effective circuit delay (i.e., the delay of the longest sensitizable path) can be minimized by focusing on optimizing the sub-circuit and disregarding anything else beyond it.

As reported in [17], less than 10% of long (critical and near-critical) paths should be selected for performance optimization if false paths are excluded. Shortening the small portion of long paths, e.g., by speeding up some gates covered, can simply reduce the effective circuit delay, and those long paths that are false can be left un-optimized without affecting the overall circuit performance.

3.2. Aging-Aware Timing Analysis Considering Path Sensitization

Before discussing the impact of path sensitization on aging-aware timing analysis, we briefly introduce the NBTI modeling and analysis framework [7][18] used in our paper. This framework enables us to analyze the long-term behavior of NBTI-induced PMOS degradation. First, the degradation of threshold voltage at a given time \(t\) can be predicted as:

\[
\Delta V_{th} = \left(\frac{\sqrt{K_v \cdot T_{clk} \cdot \alpha}}{1 - \beta^{1/2}}\right)^{2n}
\]  

(1)

where \(K_v\) is a function of temperature, electrical field, and carrier concentration, \(\alpha\) is the stress probability, and \(n\) is the time exponential constant, 0.16 for the used technology. The detailed explanation of each parameter can be found in [7].

Next, the authors of [18] simplify this predictive model to be:

\[
\Delta V_{th} = b \cdot \alpha^s \cdot t^n = b \cdot (\alpha \cdot t)^n
\]

(2)

where \(b = 3.9 \times 10^{-3} \text{ V s}^{1/6}\).
Finally, the rising propagation delay of a gate through the degraded PMOS can be derived as a first-order approximation:
\[ t_p' = t_p + a \cdot (\alpha \cdot t)^n \]  
(3)
where \( t_p \) is the intrinsic delay of the gate without NBTI degradation and \( a \) is a constant.

In the remaining of this paper, we apply Equation (3) to calculate the delay of each gate under NBTI, and further estimate the performance of a circuit. The coefficient \( a \) in Equation (3) for each gate type and each input pin is extracted by fitting HSPICE simulation results in 70nm, Predictive Technology Model (PTM).

The simplified long-term model successfully predicts the PMOS degradation with negligible error.

We exploit the NBTI prediction model on top of timed automatic test pattern generation (timed ATPG) [8] to analyze the effective delay of a circuit while accounting for both aging awareness and path sensitization. Timed ATPG itself was presented as a false-path-aware timing analyzer. Given a timing specification (\( T_{spec} \)) for a target circuit, the timed ATPG algorithm will construct a corresponding timed characteristic function (TCF) in conjunctive normal form (CNF). The TCF characterizes the timing behavior of the circuit as a Boolean equation and its on-set specifies input vectors that, when evaluated, can propagate transitions stabilizing later than or equal to \( T_{spec} \) on any of the outputs (i.e., with propagation delays greater than or equal to \( T_{spec} \)). Because of the CNF (product-of-sum) representation, existing SAT solvers are used to derive one set of input patterns if the TCF is satisfiable; otherwise solvers return nothing, meaning that no such input vector exists to activate a path with delay greater than or equal to \( T_{spec} \). By actually applying the derived input vector to the circuit, the corresponding sensitizable path(s) can be traced. Then, we can identify critical and near-critical sensitizable paths if a timing specification smaller than (but close to) the delay of the longest topological path is chosen.

One major concern for the unified treatment of aging awareness and path sensitization is that, due to the asymmetric rate of aging, a path which is not critical/sensitizable at the beginning of lifetime may become critical/sensitizable and affect circuit performance during the lifetime span (or vice versa). Thanks to the support of timed ATPG, we just need to plug the aging model such that timed ATPG can calculate the change in each pin-to-pin delay based on manufacturing and operating parameters. To obtain the effective delay of a circuit, we use the same stepping method as that in [8] which adjusts \( T_{spec} \) dynamically. The maximum \( T_{spec} \) achieved for constructing a satisfiable TCF is the effective circuit delay. Table 1 demonstrates the results of aging-aware timing analysis for standard benchmarks whose effective delays are not determined by longest topological paths. We list in the table the values of fresh circuit delay (at time 0) and aged delay under a generic stress condition of 10 years. For circuit \( ahu2 \), the difference in fresh delay between the longest topological path (column 2) and the longest sensitizable path (column 5) is 36ps, while that in 10-year aged delay (columns 3 and 6) is 53ps. As it can be seen, the difference increases (except circuit \( C7552 \)) as a result of aging. Moreover, the percentage of aging-induced performance degradation decreases if path sensitization is taken into account. For more accurate timing analysis and to avoid underestimation of circuit lifetime, it is necessary to consider path sensitization when aging effects are getting severe.

### 4. PROPOSED METHODOLOGY FOR AGING-AWARE TIMING OPTIMIZATION

The objective of our methodology is to minimize the circuit delay under 10-year NBTI by incurring as little area overhead as possible, while taking into account and taking advantage of the impact of path sensitization. The pre-processing task iteratively performs logic restructuring and pin reordering [13], with minimum area penalty, until no more improvement can be made. As the main procedure, transistor resizing is integrated with [13] for further mitigation of NBTI-induced performance degradation, with low area overhead. From the discussion in Section 3.1, it is evident that considering path sensitization can reduce the overall design penalty for timing optimization. Efficient identification of candidates to be manipulated (including gates, transistors, and wires) becomes a more challenging issue. In the sequel, we present an efficient approach to identifying the critical sub-circuit, which consists of potential candidates, for explicit consideration of path sensitization during aging-aware timing optimization.

#### 4.1. Efficient Identification of Critical Sub-Circuits Considering Path Sensitization

We use benchmark circuit \( C17 \) (see Figure 3) from the ISCAS’85 suite to explain the key idea of our proposed methodology based on timed ATPG. Note that the timed ATPG algorithm presented in [8] adopts floating-mode operation where a transition of a node is defined as a switch of its state from an unknown value to a known value. Without loss of generality, we assume that wires do not contribute to the circuit delay and the delay of each node is its intrinsic delay plus the fanout delay (unit fanout delay model). The intrinsic delay of an internal gate is 1, while that of a primary input is 0. The fanout delay is calculated as 0.2X the number of fanout neighbors. The assumption can be easily relaxed for a non-uniform delay model, with wire loads considered.

Under unit fanout delay model, there are two longest topological paths in \( C17 \) (i.e., \( c \rightarrow G_4 - G_3 - j \) and \( c \rightarrow G_2 - G_3 - k \), as highlighted) with delays of 4.2 (=0.4+1.4+1.4+1.0). By choosing \( T_{spec} = 4.2 \), the on-set of the corresponding TCF specifies input vectors activating these two paths since they are both
satisfizable. However, a typical SAT solver derives “one” input vector satisfying the TCF at a time and may not enumerate all satisfying vectors to activate all possible sensitizable paths. To extract the sub-circuit covering all sensitizable paths with delays greater than or equal to \( T_{\text{spec}} \), we modify the TCF by adding new clauses into its CNF such that a SAT solver, if used repeatedly, can generate different input vectors and identify possible sensitizable paths in an efficient manner.

Let \( F \) be the TCF for \( C17 \) given \( T_{\text{spec}} = 4.2 \) and \( \text{CNF}(F) \) be the CNF representation of \( F \). Clearly, \( \text{CNF}(F) \) is satisfiable due to the existence of two sensitizable paths whose delays are 4.2. By running a SAT solver on \( \text{CNF}(F) \), we obtain a set of satisfying input patterns \( \{a, b, c, d, e\} = \{0, 1, 0, 1, 1\} \), which evaluates \( F \) to a “1”. The set of input patterns, when actually applied to \( C17 \), can activate the critical path along \( c - G2 - G3 - G5 - j \). Without modifying \( \text{CNF}(F) \) or the implementation of the SAT solver, it is not possible to obtain a different set of input patterns activating the other critical path along \( c - G2 - G3 - G5 - k \). As a naïve solution, we can append a clause \((a + b + c + d + e)\) to \( \text{CNF}(F) \) so the new CNF, denoted by \( \text{CNF}'(F) \), is \( \text{CNF}(F) \times (a + b + c + d + e) \). Intuitively, the same vector \( \{a, b, c, d, e\} = \{0, 1, 0, 1, 1\} \) evaluates the new clause to a “0”, making \( \text{CNF}'(F) \) unsatisfiable. Therefore, the SAT solver will find a different input vector which may or may not activate the other critical path. One may note that the complexity of this naïve strategy grows exponentially with the number of primary inputs. The exponential complexity implies clause explosion of the CNF and an intractable approach with huge runtime for running SAT solvers. To reduce the complexity to a feasible extent, we introduce the following theorem to modify \( \text{CNF}(F) \). The goal is to find a minimum set of new clauses that, when added one by one, will make \( \text{CNF}(F) \) unsatisfiable, which means that we can gradually identify critical and near-critical sensitizable paths given a \( T_{\text{spec}} \) and extract the critical sub-circuit.

**Definition 1 (side input):** For each gate on an activated path, a **side input** is an input pin of the gate through which the activated path does not pass.

**Definition 2 (side-input assignment):** For each side input, its value assignment, called **side-input assignment**, is the value evaluated by propagating a particular input vector.

**Theorem:** For each activated path with side-input assignments \( \{x_p, \ldots, x_q, \ldots, x\} = \{v_p, \ldots, v_q, \ldots, v\} \), a new clause

\[
\sum_{i \in p \ldots q} (x_i \oplus v_i) = \left((x_p \oplus v_p) + \ldots + (x_q \oplus v_q) + \ldots + (x \oplus v)\right)
\]

can be added into \( \text{CNF}(F) \) such that different input vectors will be derived for activating critical and near-critical paths which have not been identified yet.

**Proof:** Omitted due to space limitations.

Consider path \( c - G2 - G3 - G5 - j \) activated by input vector \( \{a, b, c, d, e\} = \{0, 1, 0, 1, 1\} \). By propagating the input vector, the side input assignments for this activated path are \( \{b, d, f\} = \{1, 1, 1\} \). According to the theorem, the new clause to be added is \((b \oplus 1) + (d \oplus 1) + (f \oplus 1)\) \((b + d + f)\). After adding \((b + d + f)\) into \( \text{CNF}(F) \), \( \text{CNF}'(F) = \text{CNF}(F) \times (b + d + f) \) input vectors which evaluate \( b \) to a “1”, \( d \) to a “1”, and \( f \) to a “1” cannot satisfy \( \text{CNF}'(F) \) and thus will not be generated. The next set of input patterns derived by the solver will be \( \{a, b, c, d, e\} = \{1, 1, 1, 1, 0\} \), which activates the other critical path along \( c - G2 - G3 - G5 - k \) whose side-input assignments are \( \{b, d, i\} = \{1, 1, 1\} \). Finally, by adding the corresponding clause, \((-b + d + i)\), the resulting CNF of \( F \) becomes un-satisfiable, meaning that all critical sensitizable paths have been identified. Note that a single input vector may activate several paths and for each activated path, a new clause should be added. For example, input vector \( \{a, b, c, d, e\} = \{0, 1, 0, 1, 0\} \) can activate the two critical sensitizable paths in \( C17 \) simultaneously.

Compared to the naïve approach of exponential complexity, the proposed methodology significantly decreases the number of added clauses and the number of SAT runs. In the case of \( C17 \) under unit fanout delay model, only two additional clauses are added and three runs of the SAT solver are needed. Hence, we can efficiently extract the sub-circuit consisting of critical and near-critical sensitizable paths. The extracted sub-circuit, called **critical sub-circuit**, is a critical and near-critical sensitizable sub-circuit in the delay model of our integrated framework using logic restructuring, pin reordering, and transistor resizing for aging-aware timing optimization. Anything beyond the critical sub-circuit is either non-critical or un-sensitizable. On these non-critical/un-sensitizable portions, timing optimization may not be effective and consequently, they can be excluded for lowering the design penalty.

Let us use the circuit in Figure 2 to summarize our methodology for aging-aware timing optimization. Assuming unit fanout delay model, the delay of the longest topological path \( f - i - j - k - l - m - n - o \) in the circuit is \( 8.4 = 0.2 + 1.2 \times 6 + 1.0 \). As mentioned, it is a false path and will not be identified as part of the critical sub-circuit given \( T_{\text{spec}} = 8.4 \). The delay of the circuit is determined by two longest sensitizable paths from \( d \) and \( e \), via \( k - l - m - n \), to \( o \) with delays of \( 7.4 = 0.2 + 1.4 \times 2 + 1.0 \). By choosing \( T_{\text{spec}} = 7.4 \), the critical sub-circuit consisting of these two paths can be extracted to be manipulated by logic restructuring, pin reordering, and transistor resizing. For logic restructuring [13], we will swap \( c \) and \( p \), instead of \( c \) and \( j \) as path sensitization is not considered. Here, wires \( c, j \), and \( p \) are functionally symmetric and any two of them can be swapped with each other while maintaining the circuit functionality. For pin reordering, we may change the input order of gate \( G \) (wires \( h, m, \) and \( s \)) to minimize the circuit delay under aging. For transistor resizing, we apply a similar algorithm to that in [19] on the critical sub-circuit and will not touch the transistors connected to wires \( f \) and \( i \) that are on the longest topological (but a false) path.

### 4.2. Guaranteeing Full Coverage of Sensitizable Paths

Up to this point, the efficient methodology for critical sub-circuit extraction does not guarantee to identify all critical and near-critical sensitizable paths. In fact, identifying all sensitizable paths given a \( T_{\text{spec}} \) is not necessary for our concern of extracting the critical sub-circuit as long as the extracted sub-circuit has covered all of them already. This is usually the case because a large fraction of those paths overlap and share many segments. In a few cases, missing sensitizable paths may lead to incomplete extraction of critical sub-circuits. Figure 4 shows a case where a sensitizable path may be missed. In this example, input vector \( V_1 \) activates paths \( P_1 \) and \( P_2 \) while \( V_2 \) activates \( P_3 \) and \( P_5 \). Note that \( P_2 \) can be activated by both \( V_1 \) and \( V_2 \). Suppose \( V_1 \) is generated by the SAT solver based on timed ATPG, \( P_1 \) and \( P_2 \) will be activated and their corresponding clauses \( C_1 \) and \( C_2 \) will be added into the CNF. However, after \( C_2 \) has been added, \( V_2 \) will no longer satisfy the new CNF and thus, \( P_3 \) will not be identified as a miss.
To deal with this issue, we apply the same \( T_{\text{spec}} \) on timed ATPG repeatedly until we extract all possible critical sub-circuits and optimize them. That is to say, if there are indeed some missed sensitizable paths for a given \( T_{\text{spec}} \), we use timed ATPG with the same \( T_{\text{spec}} \) for another run of critical sub-circuit extraction. Due to the fact that the number of unidentified sensitizable paths decreases drastically after each run of extraction and optimization, this strategy for guaranteeing full coverage of sensitizable paths works well and will not impose significant runtime overhead.

### 4.3. Proposed Algorithm Description

Our overall algorithm for aging-aware timing optimization, including all ideas presented in Sections 4.1-4.2, is given in Figure 5. As a pre-processing procedure, joint logic restructuring (LR) and pin reordering (PR), which introduce no gate area overhead, are performed to topologically shorten the circuit delay under aging without considering path sensitization for reduced computational complexity. Then, we iterate the proposed methodology based on timed ATPG with decreasing \( T_{\text{spec}} \) until a specified performance target is met or no further improvement can be made. In each iteration, transistor resizing, as well as joint LR and PR, are applied on the extracted critical sub-circuit to optimize the effective circuit delay, while explicitly considering path sensitization. Lines 16-17 are used for guaranteeing full coverage of sensitizable paths by not decreasing \( T_{\text{spec}} \) if there are still sensitizable paths identified during the current run of timed ATPG. The complexity of our algorithm is bounded by satisfiability-based ATPG, which is a known NP-complete problem but can be addressed efficiently by existing solvers using a wide combination of techniques. In the worst case, the algorithm is of exponential complexity. In reality, it is absolutely more scalable than other approaches based on path enumeration, whose average-case complexity is exponential.

### 4.4. Impact of Process Variability

By extracting the corresponding critical sub-circuit before performing each run of optimization, the proposed algorithm can exclude gates that do not need to be manipulated for lower optimization effort and design penalty. A gate must be excluded from the critical sub-circuit if it is on un-sensitizable or non-critical paths only, where “non-critical” paths are in contrast to “critical” and “near-critical” paths. In the presence of process variations, the fresh threshold voltage of each transistor (before aging, i.e., at time 0) is no longer a fixed value but a random variable, which makes the problem of aging-aware timing optimization non-deterministic across silicon instances of a design. More precisely, the circuit delay may be different from one silicon instance to another because of different fresh threshold voltages, different behaviors of transistor aging, and different patterns of path sensitization. However, as indicated in [7], the impact of process variability can be compensated by the NBTI effect. Due to the compensation effect of device aging on process variability, a non-critical path will hardly dominate the circuit delay in the long term unless process variations incur a significant delay increase on the path. This is particularly uncommon when the focus is, as proposed, on the minimization of long-term (10-year) circuit performance. In addition, since our algorithm involves an iterative process of exploiting timed ATPG with decreasing \( T_{\text{spec}} \) to gradually reduce the effective circuit delay, a gate which is not covered by the critical sub-circuit in the previous run will be covered in the current run if it is now on a critical sensitizable path (but not previously). Hence, all potential candidate gates are guaranteed to be identified, earlier or later, for the purpose of aging-aware timing optimization considering path sensitization.

### 5. EXPERIMENTAL RESULTS

We have implemented the integrated framework for aging-aware timing optimization considering path sensitization. Experiments are conducted on a subset of benchmarks from the ISCAS and MCNC suites. The technology used is 70nm, Predictive Technology Model (PTM). The supply voltage is 1.2V and the operating temperature is assumed to be 300K. Our framework aims at mitigating performance degradation under 10-year NBTI, with minimum design penalty. For each benchmark, logic simulation with 10000 random patterns, assuming that the 0-probabilities of all primary inputs are 0.5, is applied to calculate the probability of each signal. In the case of real applications with various workloads, we can apply different sets of input probabilities and use average signal probabilities instead. Given signal probability of the input to a PMOS, the 10-year threshold degradation of a PMOS can be predicted by Equation (2). For each gate type and input pin (PMOS), HSPICE simulations with its nominal and degraded threshold voltages are performed for a discrete set of signal probabilities from 0 to 1. We fit these HSPICE results to obtain coefficients \( a \)'s in Equation (3). Therefore, the gate delay and circuit timing under NBTI can be accurately estimated.

Table 2 reports the experimental results of our proposed methodology for aging-aware timing optimization. All baseline circuits, listed in column one, are pre-optimized and mapped in terms of delay, and their nominal delays (without consideration of aging effects) are shown in column two. Columns three and four show the circuit delays under aging and percentages of degradation compared to the nominal cases. Columns five and six demonstrate the improved delays and corresponding percentages after...
the pre-processing procedure using joint logic restructuring (LR) and pin reordering (PR). Columns seven and eight demonstrate the pre-processing procedure using joint logic restructuring (LR) delay number in Table 2 is found with path sensitization considered on logic simulation and the whole algorithm in Figure 5, are overheads and runtimes. The runtimes, including the times spent as joint LR and PR. Columns nine and ten show the area those after the integrated framework using transistor resizing as (denoted by $(D)$, which is the maximum $T_{spec}$ achieved for constructing a satisfiable TCF in timed ATPG. Any $T_{spec}$ greater than $D$ fails to derive a satisfiable TCF after our algorithm finishes, meaning that no path with delay greater than $D$ can be sensitized and $D$ determines the circuit performance accordingly. For example, the nominal delay of circuit $alu2$ is 1,092ps and the delay considering 10-year NBTI effects is 1,184ps, which means 8.42% performance degradation. The pre-processing LR and PR can reduce the circuit delay to 1,127ps (3.20% degradation). After being optimized by the proposed methodology as shown in Figure 5, the circuit delay becomes 1,086ps and we can even achieve a performance improvement of 0.52% while incurring 2.35% area overhead. On average across all listed benchmarks, aging-induced performance degradation can be recovered to 1.21%, which is about only one-seventh of the un-optimized case, with less than 2% area overhead. When compared to existing sizing techniques accounting for aging, our methodology is not only more cost-efficient than [9][10], which do not address path sensitization, but also more runtime-efficient than [11], which addresses path sensitization on a path-wise basis. The runtimes for the proposed framework range from <10 seconds to 15 minutes, as opposed to [11] whose largest ISCAS benchmark that can be handled is C880.

Figure 6 depicts the incremental recovery of aging-induced performance degradation by our iterative optimization algorithm. For circuit $C1908$ ($C5315$), it takes six (seven) iterations of joint LR and PR to reduce performance degradation to 5.11% (3.18%) and takes another five (four) iterations (Lines 6-18 in Figure 5) to reach 1.41% (0.17%). We employ the same perturbation techniques as those in [13][19] to prevent the algorithm from being trapped in the local optimum. The effect of perturbation has been included in the results even though Figure 6 exhibits monotonic decreases in the overall degradation because we keep track of only the best solution during each iteration. The effect of considering path sensitization for aging-aware timing optimization. Based on timed ATPG, we can identify the critical sub-circuit of a target circuit, which is truly necessary to be manipulated, and then apply transistor resizing as well as joint LR and PR to mitigate aging-induced performance degradation. Experiments demonstrate that our framework successfully recovers benchmark circuits from performance degradation with marginal cost. Lastly, the proposed methodology is scalable for large-scale designs due to the runtime efficiency.

### Table 2. Aging-aware timing optimization with path sensitization considered

<table>
<thead>
<tr>
<th>Circuit</th>
<th>No. aging (fresh)</th>
<th>10-year aging</th>
<th>%</th>
<th>LR+PR</th>
<th>%</th>
<th>TR &amp; LR+PR</th>
<th>%</th>
<th>Area overhead</th>
<th>Runtime</th>
</tr>
</thead>
<tbody>
<tr>
<td>$alu2$</td>
<td>1092</td>
<td>1114</td>
<td>8.42%</td>
<td>1127</td>
<td>3.20%</td>
<td>1086</td>
<td>-0.52%</td>
<td>2.35%</td>
<td>19s</td>
</tr>
<tr>
<td>$alu4$</td>
<td>1343</td>
<td>1452</td>
<td>8.12%</td>
<td>1391</td>
<td>3.57%</td>
<td>1356</td>
<td>0.98%</td>
<td>2.52%</td>
<td>28s</td>
</tr>
<tr>
<td>$C1355$</td>
<td>921</td>
<td>994</td>
<td>7.93%</td>
<td>964</td>
<td>4.71%</td>
<td>924</td>
<td>0.32%</td>
<td>4.60%</td>
<td>1m24</td>
</tr>
<tr>
<td>$C1908$</td>
<td>1306</td>
<td>1502</td>
<td>9.99%</td>
<td>1430</td>
<td>5.11%</td>
<td>1355</td>
<td>1.41%</td>
<td>0.93%</td>
<td>32s</td>
</tr>
<tr>
<td>$C2540$</td>
<td>1781</td>
<td>1944</td>
<td>9.15%</td>
<td>1857</td>
<td>4.25%</td>
<td>1807</td>
<td>1.43%</td>
<td>2.59%</td>
<td>2m50</td>
</tr>
<tr>
<td>$C5315$</td>
<td>1357</td>
<td>1465</td>
<td>9.76%</td>
<td>1400</td>
<td>3.18%</td>
<td>1359</td>
<td>0.17%</td>
<td>0.68%</td>
<td>2m38</td>
</tr>
<tr>
<td>$C7552$</td>
<td>1561</td>
<td>1717</td>
<td>9.99%</td>
<td>1649</td>
<td>5.66%</td>
<td>1602</td>
<td>2.62%</td>
<td>3.83%</td>
<td>15m36</td>
</tr>
<tr>
<td>$s713$</td>
<td>876</td>
<td>944</td>
<td>7.76%</td>
<td>895</td>
<td>2.18%</td>
<td>872</td>
<td>-0.50%</td>
<td>1.10%</td>
<td>8s</td>
</tr>
<tr>
<td>$s552$</td>
<td>564</td>
<td>607</td>
<td>7.62%</td>
<td>590</td>
<td>4.58%</td>
<td>552</td>
<td>3.15%</td>
<td>0.62%</td>
<td>9s</td>
</tr>
<tr>
<td>$s1196$</td>
<td>748</td>
<td>812</td>
<td>8.50%</td>
<td>785</td>
<td>4.98%</td>
<td>768</td>
<td>2.63%</td>
<td>2.12%</td>
<td>40s</td>
</tr>
<tr>
<td>$s1238$</td>
<td>836</td>
<td>908</td>
<td>8.61%</td>
<td>872</td>
<td>4.36%</td>
<td>849</td>
<td>1.56%</td>
<td>1.03%</td>
<td>5s</td>
</tr>
<tr>
<td>$s9234$</td>
<td>1071</td>
<td>1151</td>
<td>7.47%</td>
<td>1101</td>
<td>2.77%</td>
<td>1065</td>
<td>1.32%</td>
<td>0.65%</td>
<td>5s</td>
</tr>
<tr>
<td><strong>AVG.</strong></td>
<td>(ps)</td>
<td>(ps)</td>
<td>8.40%</td>
<td>(ps)</td>
<td>4.05%</td>
<td>(ps)</td>
<td>1.21%</td>
<td>0.93%</td>
<td>7s</td>
</tr>
</tbody>
</table>

### Figure 6. Incremental recovery of aging-induced performance degradation

6. CONCLUSION

In this paper, we present an efficient methodology for aging-induced timing analysis and optimization considering path sensitization. The analysis results reveal the importance and benefit of considering path sensitization for aging-aware timing optimization. Based on timed ATPG, we can identify the critical sub-circuit of a target circuit, which is truly necessary to be manipulated, and then apply transistor resizing as well as joint LR and PR to mitigate aging-induced performance degradation. Experiments demonstrate that our framework successfully recovers benchmark circuits from performance degradation with marginal cost. Lastly, the proposed methodology is scalable for large-scale designs due to the runtime efficiency.
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