Abstract—Inspired by recent results on information-theoretic security, we consider the transmission of confidential messages over wireless networks, in which the legitimate communication partners are aided by friendly jammers. We characterize the security level of a confined region in a quasi-static fading environment by computing the probability of secrecy outage in connection with two new measures of physical-layer security: the jamming coverage and the jamming efficiency. Our analysis for various jamming strategies based on different levels of channel state information provides insight into the design of optimal jamming configurations and shows that a single jammer is not sufficient to maximize both figures of merit simultaneously. Moreover, a single jammer requires full channel state information to provide security gains in the vicinity of the legitimate receiver.

I. INTRODUCTION

Today’s networks are secured essentially by means of encryption algorithms that are executed at the upper layers of the protocol architecture. These primitives are designed and implemented assuming data is error-free, an abstraction enabled by the use of error-correcting codes at the physical layer. In contrast, several information-theoretic results, based on Wyner’s wiretap channel model [2], support the idea that there is much to be gained from coding not just for error correction but also for security at the physical layer. “Physical-layer security” has thus known a growing interest in the past few years, motivated in large part by applications to wireless communications.

A substantial body of work lays its foundation on the Gaussian wiretap channel [3], in which the channel between the legitimate partners and the eavesdropper’s channel are additive white Gaussian noise (AWGN) channels. For this model, the secrecy capacity, defined as the maximum transmission rate at which the eavesdropper is unable to acquire any information, can be obtained from the signal-to-noise ratios (SNRs) of the receivers by subtracting the Shannon capacity of the eavesdropper’s channel to the Shannon capacity of the legitimate receiver’s channel.
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Several fading models have been considered to generalize the Gaussian wiretap channel model. For quasi-static fading models, [4], [5] provide a detailed characterization in terms of the probability of outage of secrecy capacity and show that fading alone guarantees that information-theoretic security is achievable, even when the eavesdropper has a better average SNR than the legitimate receiver. For ergodic fading models, [6], [7], [8], [9] provide the secrecy capacity under different levels of channel state information (CSI) and the corresponding optimal power and rate allocation. The wiretap channel with multiple antennas is analyzed in [10], [11], [12].

Secrecy rate can be increased in two ways: (a) by improving the SNR of the legitimate receiver (e.g. by shortening the distance to the transmitter) or (b) by reducing the SNR of the eavesdropper (e.g. by adding controlled interference). Interference then emerges as a valuable resource for wireless security. From the point of view of the attacker, correlated jamming techniques are known to cause severe disruption of the communications flow by exploiting the available information on the transmitted signals [13]. However, jamming can also be used by the legitimate communication partners to increase the noise level of the eavesdropper and ensure higher secure communication rates. This idea has already appeared in the literature under the name of artificial noise [14] or cooperative jamming [15], and has been used in other contexts, such as secure relaying [16].

To develop our understanding of the benefits of jamming for secure communications in wireless networks, we make the following contributions:

- Security measures for jamming: we introduce the jamming coverage and the jamming efficiency as security measures;
- Jamming strategies: we characterize the secrecy outage probability for three jamming strategies that rely on various levels of channel state information (CSI);
- Effect of CSI on secrecy: we analyze how the variation of jammer location and power affects the coverage and efficiency for jamming strategies with different CSI requirement;
- Multiple jammers: we evaluate the effect of additional jammers on the security of the wireless system.

Our work differs from previous studies of jamming for secure communications [15], [16] because it puts forward two new aspects that were not previously accounted for:

- CSI: we study the effect of access to CSI and show that it has a profound impact on secrecy. In particular, CSI about the legitimate receiver’s channel helps the jammer mitigate harmful interference whereas CSI about the eavesdropper’s channel help the jammer identify when to impact the eavesdropper;
• **fading:** our models incorporate the effect of multipath fading. In a fading environment, there is always a non-zero probability that the jammer-eavesdropper channel is stronger than the jammer-receiver channel, irrespective of the distance. This becomes particularly relevant if CSI is available and favors the detection of jamming opportunities.

The remainder of the paper is organized as follows. In Section II, we present the system setup and we introduce the notions of secrecy outage probability, jamming coverage and jamming efficiency. Section III extends the concept of secrecy outage probability to scenarios in which a friendly jammer is available and characterizes the performance different jamming strategies that rely on distinct CSI requirements. The effect of varying location and transmission power of the jammer on the performance of such strategies is evaluated in Section IV. The case of multiple jammers is considered in Section V. Finally, Section VI concludes the paper.

### II. PRELIMINARIES

We consider a setup in which a transmitter and the corresponding receiver are located in a confined region (say a building or a conference room) and wish to communicate securely in the presence of an illegitimate receiver, hereafter called the eavesdropper. In addition, a set of \( N \) nodes, hereafter called jammers, emit white Gaussian noise that causes interference to both the legitimate receiver and the eavesdropper. Channels between all pairs of nodes are modeled as independent quasi-static Rayleigh fading channels; the transmitter is subject to the short term average-power constraint \( P_t \) whereas each jammer is subject to a short-term average power constraint \( P_j \). Specifically, for each channel, fading coefficients remain constant during the transmission of an entire codeword but they change randomly and independently from one codeword to another according to a complex Gaussian distribution with variance \( c/d^\alpha \), where \( d \) is the distance between the two nodes, \( \alpha \) is the path-loss exponent, and \( c \) is a normalization constant.

We let \( d_{jr} \) and \( d_{tr} \) denote the distances from jammer \( j \) (\( 1 \leq j \leq N \)) to the receiver and from the transmitter to the receiver, respectively, and we introduce the dimensionless constants \( c_{jr} = \frac{d_{jr}}{N_0 d_{jr}} \) and \( c_{tr} = \frac{P_t}{N_0 d_{tr}} \). Then, the instantaneous signal-to-interference-plus-noise ratio (SINR) at the receiver is the random variable

\[
\Gamma_r = \frac{c_{tr} G_{tr}}{1 + \sum_{j=1}^{N} c_{jr} G_{jr}},
\]

where \( G_{tr} \) and \( G_{jr} \) are independent exponential random variables with unit mean. Similarly, we let \( d_{je} \) and \( d_{te} \) denote the distances from the jammer \( j \) to the eavesdropper and from the transmitter to the eavesdropper, respectively, and we introduce the constants \( c_{je} = \frac{d_{je}}{N_0 d_{je}} \) and \( c_{te} = \frac{d_{te}}{N_0 d_{te}} \). The instantaneous SINR at the eavesdropper is the random variable

\[
\Gamma_e = \frac{c_{te} G_{te}}{1 + \sum_{j=1}^{N} c_{je} G_{je}},
\]

where \( G_{te} \) and \( G_{je} \) are also independent exponential random variables with unit mean. For a given realization \((\gamma_r, \gamma_e)\) of \((\Gamma_r, \Gamma_e)\), the instantaneous secrecy capacity [3] of the channel between the transmitter and the legitimate receiver is

\[
C_s = \max(C_r - C_e, 0),
\]

where \( C_r = \log(1 + \gamma_r) \) is the capacity of the legitimate receiver channel and \( C_e = \log(1 + \gamma_e) \) denotes the capacity of the eavesdropper’s channel. In presence of fading, these capacities can be treated as random variables that vary with the instantaneous signal-to-noise ratio.

We assume that the transmitter knows the instantaneous received SINR of the legitimate receiver, so that both can agree on a code with secrecy rate \( R_s \). Communication is secure if the instantaneous secrecy capacity \( C_s \) is higher than the target secrecy rate \( R_s \). If \( C_s < R_s \), then security is compromised and we can say that a secrecy outage occurs. The secrecy outage probability was introduced in [14], [4] to evaluate the security of wireless communication systems and is defined as

\[
P_{\text{out}}(R_s) = P[C_s < R_s] = P[C_r - C_e < R_s] = P[\log(1 + \Gamma_r) - \log(1 + \Gamma_e) < R_s].
\]

The operational meaning of this measure is twofold [5]. First, it provides the fraction of fading realizations for which the wireless channel can support a secure rate of \( R_s \) bits/channel use. Second, it provides a security metric for the situation in which the transmitter and receiver have no CSI about the eavesdropper. In this case, the transmitter has no choice but to set the secrecy rate to a constant \( R_s \), which implicitly assumes that the instantaneous capacity of the eavesdropper channel is at least \( C'_e = C_r - R_s \). Notice that, to obtain low values of secrecy outage probability, the eavesdropper must be located far away from the communicating nodes, and there is a large area where the eavesdropper could compromise the secrecy of the system. The interference created by the jammer can potentially lead to smaller secrecy outage probability, even for situations in which the eavesdropper is not far from the transmitter or receiver.

To distinguish the cases with jamming \((P_j > 0)\) and without jamming \((P_j = 0)\), we add the superscripts \( j \) and \( nj \), respectively, unless it is obvious from the context. For example, the secrecy outage probability without jamming is denoted as \( P_{\text{out}}^{nj} \), whereas the capacity of the legitimate receiver channel with a jammer is denoted by \( C^j_r \).

#### A. Performance Measures

To analyze the effect of jamming on security, we focus on the ratio between the secrecy outage probability without and with jamming \( \Delta P_{\text{out}} = \frac{P_{\text{out}}^{nj}}{P_{\text{out}}} \). This measure of security captures the reduction in the secrecy outage probability introduced the jammer, and should be as large as possible.

The **helpful interference region** is defined as the set of eavesdropper’s positions \((x_e, y_e)\) for which \( \Delta P_{\text{out}}(x_e, y_e) > 1.0 \). Similarly, the **harmful interference region** is the set of eavesdropper’s positions \((x_e, y_e)\) that satisfy \( \Delta P_{\text{out}}(x_e, y_e) \leq 1.0 \). Our measures of interest are (a) the **jamming coverage**, defined as the total area of the helpful interference region, and (b) the **jamming efficiency**, defined as the average \( \Delta P_{\text{out}}(x_e, y_e) \)
over all \((x_e, y_e)\) belonging to a confined region \(\mathcal{R}\). For a given system setup (i.e., location and power of source and jammers, and location of receiver and eavesdroppers), \(\Delta P_{\text{out}}\) is an exact value obtained analytically with the formulas of Section III. In general, jamming coverage and jamming efficiency cannot be obtained in closed form; we evaluate them numerically by spatial sampling. For each location of the eavesdropper \(\Delta P_{\text{out}}\) is calculated and the corresponding samples containing \(\Delta P_{\text{out}}\) for all eavesdropper locations are then used to derive the jamming coverage and efficiency.

Ideally, we would like to maximize jamming coverage, while ensuring high jamming efficiency. We will see that, in general, this goal cannot be achieved with a single jammer.

### B. Jamming strategies

Several jamming strategies have already been investigated in the literature, such as strategies based on Gaussian noise [14], [16], Gaussian codebooks [15], [17] or more structured codebooks based on lattices [18]. The latter strategies have been shown to outperform jamming with Gaussian noise for situations in which the jammer has access to perfect CSI for all channels, and a comprehensive survey of these techniques can be found in [19].

To analyze how the availability of CSI affects the secrecy benefits of jamming, we restrict ourselves to the simplest jamming strategy, in which the jammer emits white Gaussian noise. While we do not claim that this choice is necessarily optimal, we note that jamming noise is still relevant from a practical standpoint because it does not require interfering signals to be perfectly synchronized when they reach the eavesdropper’s device.

### III. WIRELESS SECRECY WITH ONE JAMMER

#### A. Secrecy Outage Probability for Blunt Jamming

In this section, we consider the situation in which the jammer emits white Gaussian noise with variance \(P_J\) at all times. We call this jammer a **blunt jammer** because it disregards any possible CSI and transmits at a constant power \(P_{\text{blunt}} = P_J\).

**Proposition 1:** The secrecy outage probability for the blunt jammer is given by

\[
P[C_s < R] = 1 - \frac{e^{-\kappa}}{c_{jr} c_{je}} \left( \kappa + \frac{1}{c_{jr} - \frac{\alpha}{c_{je}}} \right) + e^{-\kappa} c_{jr} c_{je} \kappa + 1 \frac{1}{c_{jr} - \frac{\alpha}{c_{je}}} \times \Omega \left( 1 + \frac{1}{c_{jr}} \right)
\]

\[
\times \left( \kappa + \frac{1}{c_{jr} - \frac{\alpha}{c_{je}}} \right) + \left( \kappa + \frac{1}{c_{jr} - \frac{\alpha}{c_{je}}} \right) \times \Omega \left( 1 + \frac{1}{c_{jr}} \right)
\]

with \(\kappa = \frac{R - 1}{c_{tr}}, \beta = e^{R c_{je}} c_{tr} \alpha, \) and \(\Omega(x) = e^x E_1(x)\).

**Proof:** See Appendix A.

The effect of blunt jamming on the secrecy outage probability is illustrated in Figure 1, in which each point represents a potential location of the eavesdropper and shows the corresponding value of \(\Delta P_{\text{out}}\). The helpful interference region, delimited by the thick white line around the jammer, is the area where the jammer’s interference reduces the secrecy outage probability. The harmful interference region corresponds to the area where the jammer’s interference is more harmful to the legitimate receiver than the jammer. The lighter the region around the jammer, the smaller the secrecy outage probability. For example, if the eavesdropper is located close to the jammer at the position \((6, 0)\), jamming reduces the secrecy outage probability from 0.39 to 0.12 (i.e., \(\Delta P_{\text{out}} = 3.25\)).

Understanding the trade-off between these two types of interference and the impact of CSI is crucial. Factors such as received power and distance, as well as channel quality from the jammer to other nodes play an important role in securing the wireless system. This observation calls for jamming strategies that dynamically adjust to the environment and whose goal is to maximize the helpful interference region while keeping the harmful interference region constrained.

#### B. Jamming Strategies

In this section we characterize alternative jamming strategies that rely on different levels of CSI.

1) **Cautious Jamming:** A cautious jammer takes advantage of the knowledge of the CSI between itself and both the legitimate receiver and the eavesdropper and decides opportunistically when to jam. It jams whenever it has a higher gain to the eavesdropper than to the legitimate receiver, and switches off otherwise. The power transmitted by a cautious jammer \(P_{\text{cautious}}\) is then given by

\[
P_{\text{cautious}} = \begin{cases} P_J & \text{if } \frac{G_{jr}}{d_{jr}^\alpha} > \frac{G_{je}}{d_{je}^\alpha} \\ 0 & \text{otherwise.} \end{cases}
\]

**Proposition 2:** The secrecy outage probability for the cau-
tious jammer is given by
\[ P[C_s < R] = 1 - \frac{e^{-\kappa}}{\xi(1+\beta)} + e^{-\kappa} \frac{\Omega(\nu) - \Omega(\mu \rho)}{\xi(1+\beta)} \]
\[ + \frac{e^{-\kappa}}{\xi^{\frac{1}{\alpha}}} \left( \frac{\Omega(\nu)(\mu - \xi) - \Omega(\mu \rho)(\mu - \xi)}{\xi^{\frac{1}{\alpha}}} \right) \]
\[ - \frac{e^{-\kappa}}{\xi^{\frac{1}{\alpha}}} \left( \frac{\Omega(\nu)(\mu - \xi) - \Omega(\mu \rho)(\mu - \xi)}{\xi^{\frac{1}{\alpha}}} \right) \]
\[ - \frac{e^{-\kappa}}{\xi^{\frac{1}{\alpha}}} \left( \frac{\Omega(\nu)(\mu - \xi) - \Omega(\mu \rho)(\mu - \xi)}{\xi^{\frac{1}{\alpha}}} \right) \]
\[ - \frac{e^{-\kappa}}{\xi^{\frac{1}{\alpha}}} \left( \frac{\Omega(\nu)(\mu - \xi) - \Omega(\mu \rho)(\mu - \xi)}{\xi^{\frac{1}{\alpha}}} \right) \]
\[ - \frac{e^{-\kappa}}{\xi^{\frac{1}{\alpha}}} \left( \frac{\Omega(\nu)(\mu - \xi) - \Omega(\mu \rho)(\mu - \xi)}{\xi^{\frac{1}{\alpha}}} \right) \]
where \( \delta = \left( \frac{d_{jr}}{d_{je}} \right)^\alpha \), \( \lambda = \begin{cases} 2 & \text{if } \delta \leq 1 \\ 1 + \delta & \text{if } \delta > 1 \end{cases} \)
and \( \eta = \begin{cases} c_{je} & \text{if } \delta \leq 1 \\ c_{jr} c_{je} c_{je} + c_{je} c_{je} c_{je} & \text{if } \delta > 1 \end{cases} \).

The variables \( \kappa \) and \( \beta \) are defined as in Proposition 1, and \( \xi = \left( \kappa + \frac{1}{c_{jr}} - \beta \right) c_{je} + \nu = \left( \frac{1 + \beta}{c_{jr}} \right) \), \( \mu = \left( \kappa + \frac{1}{c_{jr}} \right) \) and \( \rho = \).

**Proof:** See Appendix B.

2) Adaptive Jamming: An adaptive jammer has CSI about the channel to the legitimate receiver only. This strategy corresponds to a situation in which the eavesdropper intercepts the communications without providing any sign of its presence. In this case, the jammer defines a threshold for the channel quality \( \tau \), above which it will stop jamming since it is likely that his induced noise will hurt the legitimate receiver more than a potential eavesdropper. The transmission power of the jammer, \( P_{\text{adaptive}} \), is then given by
\[ P_{\text{adaptive}} = \begin{cases} P_J & \text{if } G_{jr} < \tau \\ 0 & \text{otherwise} \end{cases} \]

**Proposition 3:** The secrecy outage probability for the adaptive jammer is given by
\[ P[C_s < R] = 1 - e^{-\kappa} e^{-\kappa} \frac{\Omega(\nu) - \Omega(\mu \rho)}{\xi(1+\beta)} \]
\[ + e^{-\kappa} \frac{\Omega(\nu)(\mu - \xi) - \Omega(\mu \rho)(\mu - \xi)}{\xi^{\frac{1}{\alpha}}} \]
\[ - e^{-\kappa} \frac{\Omega(\nu)(\mu - \xi) - \Omega(\mu \rho)(\mu - \xi)}{\xi^{\frac{1}{\alpha}}} \]
\[ - e^{-\kappa} \frac{\Omega(\nu)(\mu - \xi) - \Omega(\mu \rho)(\mu - \xi)}{\xi^{\frac{1}{\alpha}}} \]
\[ - e^{-\kappa} \frac{\Omega(\nu)(\mu - \xi) - \Omega(\mu \rho)(\mu - \xi)}{\xi^{\frac{1}{\alpha}}} \]
where \( \kappa \) and \( \beta \) are defined as in Proposition 1, and \( \xi, \nu, \mu \) and \( \rho \) are defined as in Proposition 2.

**Proof:** See Appendix B.

**IV. IMPACT OF CHANNEL STATE INFORMATION ON SECRECY**

Although the jammer can have an adverse effect on the legitimate receiver, a careful selection of the location and transmission power can enhance security by causing controlled interference to the eavesdropper. Figure 2 shows an example of the potential benefits of increased transmit power for a specific location of the jammer. Notice that up to a certain jamming power, the efficiency increases without a significant loss of coverage. However, the exact tradeoff between coverage and efficiency depends on the jamming strategy used. In the remainder of this section, we analyze how the variation of jammer location and transmission power affects coverage and efficiency for the various jamming strategies, in connection with their requirements in terms of CSI.

**A. System Setup and Measure Computation**

We consider a scenario in which the transmitter and the receiver are located in a confined area (say a building or a conference room) and wish to communicate securely with the aid of a friendly jammer. In particular, any eavesdropper located within the confined region should not be able to extract much information from the intercepted signals. To model the wireless nature of the medium, we set the path loss exponent to 4 and the normalization constant \( c \) to the free-space path gain for 2.4 GHz transmission at the reference distance of 1 m, which is common for micro-cellular systems [20]. The transmitter and receiver are fixed at locations of \((0, 0)\) and \((0, -5)\), respectively. The target secure transmission rate is
set to 10% of the capacity of the AWGN channel with the same average SNR. All nodes can transmit with power up to 10 dB, and the transmitter employs a fixed power $P_t = 3$ dB.

We consider the confined region $R = [-8.5, 8.5] \times [-8.5, 8.5]$ m, and a sampling interval for the locations of the eavesdropper of 0.18 m. This results in 9025 samples of eavesdropper locations being considered for each system setup. The jamming coverage and efficiency thus provide a measure to assess the security benefits of a particular jammer configuration (location and transmit power), irrespectively of the location of the eavesdropper. To analyze the effect of different jamming configurations, for each strategy we select a sample of locations on a grid and, for each location, we consider 30 different levels of transmit power, from 10 dBm to 10 dB. From this set, we consider the optimal configurations of each strategy, i.e. the location and power of the jammer that, for a given strategy, leads to the largest coverage and efficiency. Using the optimal configurations, we compare the different jamming strategies under identical system conditions.

### B. Jamming Coverage

First, we analyze the effect of different jamming configurations on coverage. The configurations maximizing coverage depend on the jamming strategy, but for all strategies, the largest coverage is achieved with low transmit power by the jammer. Moreover, since proximity to the legitimate receiver is harmful, all strategies lead to regions where placing the jammer provides maximum coverage in the upper part of the confined region. Figure 3(a) shows such region and the corresponding maximum coverage location for blunt jamming. Cautious jamming leads to a larger coverage than blunt jamming by using CSI to encompass locations in which the eavesdropper is further away. In the case of adaptive jamming, which is based solely on CSI for the channel to the legitimate receiver, the location and transmit power of the jammer can be adjusted to provide large coverage, albeit with a cost in terms of efficiency.

Figure 4 compares the different strategies with optimal coverage configurations. Namely, it depicts the area ($y$ axis) over which a given strategy is able to achieve a $\Delta P_{out}$ above a certain value ($x$ axis). The figure shows that although all strategies provide large coverage (the lowest being blunt jamming with a coverage of 197 m²), only low values of $\Delta P_{out}$ are achieved and over small regions. For example, none of the strategies is able to reduce the secrecy outage by half ($\Delta P_{out} = 2$). This happens because the jammer employs low transmit power on these optimal configurations, thus resulting in little interference to eavesdroppers. As we will see with the optimal efficiency configurations, a controlled increase of the transmit power of the jammer can lead to higher $\Delta P_{out}$ values.

### C. Jamming Efficiency

Locations where placing a jammer provides the largest efficiencies appear close to the source, yet tending towards the opposite direction of the main receiver, as illustrated in Figure 3(b) for the case of blunt jamming. This is natural, since it is close to the source that the secrecy outage probability is higher and, therefore, the jammer is able to provide highest security benefits. The harmful effect of the jammer when close to the receiver makes the region asymmetric with respect to the source. For the three strategies, the optimal configurations also result from the jammer employing higher transmit powers ($P_j = 10$ dB), whenever active, thus leading to increased interference to possible eavesdroppers.

Figure 5 compares the optimal efficiency configurations for the three strategies. As expected, blunt jamming provides the lowest coverage, but the highest efficiency. Cautious jamming leads to a smaller efficiency over large regions, and the operation of adaptive jamming can be adjusted with the typical coverage-efficiency trade-off. Notice that, apart from the advantage in efficiency, blunt jamming also leads to a much higher maximum $\Delta P_{out}$ value. In particular, this strategy is able to reduce the secrecy outage probability by at least one
half ($\Delta P_{\text{out}} > 2$) in a region of 15 m². This shows that this strategy excels in terms of jamming efficiency.

**D. Relevance of CSI**

Irrespective of the jamming strategy considered, the optimal configurations of the jammer favor a large distance to the receiver. In such cases, we have seen that CSI proves useful to provide large coverage, although it fails to provide desirable $\Delta P_{\text{out}}$ values, therefore resulting in low jamming efficiency. Although a precise analytical comparison of the jamming strategies seems beyond reach, it is possible to establish generic ordering results that confirms the effect of CSI and the inherent tradeoff between coverage and efficiency.

**Proposition 4:** Let $C(\cdot)$ denote the coverage of a jamming strategy. The strategies satisfy the following coverage ordering:

$$C(\text{Blunt}) = C(\text{Adaptive with } \tau \to \infty) \leq C(\text{Cautious}) \leq C(\text{Adaptive with } \tau \to 0)$$

**Proof:** As $\tau \to \infty$, the probability that the jammer is active under adaptive jamming tends to 1. This limiting case is therefore equivalent to blunt jamming and $C(\text{Blunt}) = C(\text{Adaptive with } \tau \to \infty)$, which could also be verified by taking the limit $\tau \to \infty$ in Proposition 3.

Cautious jamming avoids situations in which jamming hurts the legitimate receiver more than the eavesdropper. Assume that the realization of the channel gains $g_{tr}$ and $g_{te}$ is such that $c_{tr}g_{tr} \geq c_{te}g_{te}$ so that there is no outage without jamming. Since a cautious jammer only jams if $c_{tr}g_{tr} \leq c_{je}g_{je}$, then

$$\frac{c_{tr}g_{tr}}{1 + c_{tr}g_{tr}} \geq \frac{c_{te}g_{te}}{1 + c_{te}g_{je}}.$$

and there is no outage with cautious jamming either. Therefore, unlike blunt jamming, cautious jamming never creates an outage unless the system is already in outage without jamming. Consequently, the coverage of cautious jamming can only exceed that of blunt jamming and $C(\text{Blunt}) \leq C(\text{Cautious})$.

Finally, we show that as $\tau \to 0$, adaptive jamming achieves full coverage. In fact, the probability of outage with adaptive jamming and no jamming differ only in the term

$$P \left[ \frac{c_{tr}G_{tr}}{1 + c_{tr}G_{jr}} \leq \frac{c_{te}G_{te}}{1 + c_{te}G_{je}} | G_{jr} < \tau \right],$$

which can be bounded as

$$P \left[ \frac{c_{tr}G_{tr}}{1 + c_{tr}G_{jr}} < \frac{c_{te}G_{te}}{1 + c_{te}G_{je}} | G_{jr} < \tau \right] \leq P \left[ c_{tr}G_{tr} < c_{te}G_{te} \right].$$

for $\tau$ small enough. Note that the last inequality only holds because of the fading term $G_{jr}$. Therefore, $C(\text{Adaptive with } \tau \to 0) = 100\%$ and $C(\text{Cautious}) \leq C(\text{Adaptive with } \tau \to 0)$.

Note that the only way to avoid harming the receiver more than the eavesdropper at all times would be to exploit the knowledge of CSI for all channels. Consequently, cautious and adaptive jamming, which do not exploit CSI for the channels from the transmitter to the receiver and the eavesdropper, are unable to detect all favorable jamming opportunities. This explains the lower values of $\Delta P_{\text{out}}$ and the resulting lower efficiencies achieved by these strategies.

Even with partial information, the benefit of CSI becomes apparent when the jammer is closer to the legitimate receiver. Figure 6(a) illustrates the effect of increased distance between the jammer and the legitimate receiver on coverage. For all strategies, the coverage grows with increased distance. However, cautious jamming is able to sustain a large coverage even at small distances to the receiver. This happens because this strategy uses CSI to reduce the impact on the legitimate receiver. In terms of efficiency, Figure 6(b) shows that the conservative approach of cautious jamming again leads to better results at smaller distances. As distance increases, the impact of the jammer on the legitimate receiver is lower and the strategy of cautious jamming becomes less useful, eventually getting surpassed by a simpler approach such as blunt jamming. This result highlights once more the importance of CSI to improve secrecy, most notably in the vicinity of the legitimate receiver.

**V. MULTIPLE JAMMERS**

None of the aforementioned strategies is capable of achieving high efficiency over large regions. Furthermore, the strategies that are capable to detect beneficial jamming opportunities require CSI that may not always be available. To overcome these difficulties, we now extend our analysis to more than one jammer. Specifically, we provide a characterization of the secrecy outage probability for the case of multiple blunt jammers and discuss the effect of having more jammers on the defined secrecy measures.
A. Secrecy Outage Probability for Multiple Blunt Jammers

Proposition 5: Letting $\kappa = e^{R - \frac{1}{e_{c_j}}} + \beta = e^{R e_{c_j}^e}$ and $\Omega(x) = e^{x E_1(x)}$, the secrecy outage probability for multiple blunt jammers is given by

$$P(C_s < R) = 1 - \frac{1}{J} \prod_{j=1}^{J} \left( 1 - \frac{1}{c_{j_{r_j}}} \right) \prod_{j \neq j'}^{J} \left( 1 - \frac{1}{c_{j_{e_j}}} \right) I(j, j') e^{-\kappa}$$

with $I(j, j')$ given by

- Case 1: $\kappa + \frac{1}{c_{j_{r_j}}} \neq \beta c_{j_{e_j}}$

$$I(j, j') = \left( \frac{1}{\kappa + 1 - \frac{1}{c_{j_{r_j}}} - \beta} - \frac{1}{\kappa + 1 + \beta} \right) \Omega \left( \kappa + 1 + \beta \right) \left( \kappa + \frac{1}{c_{j_{r_j}}} \right) \left( 1 + \beta \right)$$

- Case 2: $\kappa + \frac{1}{c_{j_{r_j}}} = \beta c_{j_{e_j}}$

$$I(j, j') = \left( \frac{1}{\kappa + 1 - \frac{1}{c_{j_{r_j}}} - \beta} - \frac{1}{\kappa + 1 + \beta} \right) \Omega \left( \kappa + 1 + \beta \right) \left( \kappa + \frac{1}{c_{j_{r_j}}} \right) \left( 1 + \beta \right)$$

Proof: See Appendix C

B. Analysis

Let $S$ be a set of active jammers. When $|S| \gg 0$, the capacity of the receiver and eavesdropper channels are likely to decrease as a result of added interference. In the limit, we have $P[C_s < R_s] \to 1$, i.e., $\Delta P_{out} \leq 1$ across the entire region. However, we shall see that two jammers and a proper allocation of power can lead to significant improvements.

For simplicity, we focus on configurations with only one or two jammers, and we distinguish between (a) a regular scenario with individual power constraints, and (b) a fair scenario in which the collective power sum of the jammers is, at most, the same as in the single jammer case, i.e. $\sum_j P_j \leq 10W$. Table I shows a comparison of the maximum coverage and maximum efficiency configurations, for one and two jammers.

1) Coverage: The maximum coverage configurations with two jammers are the same for the regular scenario and the fair scenario. This happens because these configurations operate at low jamming power and therefore, the results are not affected by the power sum restriction of the fair scenario. It is clear that multiple jammers offer some advantage over a single jammer, increasing the secrecy benefits both in terms of efficiency and coverage, as illustrated by Figure 7. Beyond these gains, multiple jammers also lead to the following benefits:

- The area where a jammer is useful without the need of CSI becomes larger. Specifically, the joint operation of the two jammers allows one of them to be located closer to the legitimate receiver, while still achieving significant coverage results;
- Higher transmit powers can be used by the jammers, thus yielding improved efficiency results.
The case of two jammers considers the regular scenario as well as the fair scenario.

2) Efficiency: Since jamming efficiency increases with higher jamming power, the fair scenario prevents the two jammers from achieving their full potential; however, two jammers still provide higher efficiency than the single jammer. Removing the power sum restriction leads to further improvements and the two jammers outperform the single jammer, albeit at a cost in terms of energy expenditure. This is consistent with previous results, which show that a controlled increase in the transmit power of the jammers leads to improved efficiency results.

Figure 8 shows that along with these efficiency gains, the availability of more jammers greatly increases the area where a relevant $\Delta P_{\text{out}}$ is achieved. For example, the area in which the secrecy outage probability gets reduced by half ($\Delta P_{\text{out}} > 2$) goes from 15 m$^2$ with one jammer to 30 m$^2$ with two jammers. Besides, the availability of more jammers enlarges the area where placing a jammer is useful. The potential jammer positions that fail to provide security benefits occur close to the legitimate receiver. This is a consequence of the harmful effect of the interference of the jammer on the legitimate receiver, and can be dealt with by employing a more conservative strategy such as cautious jamming.

VI. CONCLUSIONS

Friendly jamming is a powerful tool to increase the secrecy of wireless systems. Our results show that high transmit power and proximity to the legitimate receiver can become harmful, but a proper selection of such parameters leads to significant secrecy gains. Moreover, there is an inherent trade-off between the coverage and efficiency achieved by the jammer, which is reflected on the different jamming strategies and their requirements in terms of CSI. As an example, blunt jamming without CSI provides the highest efficiency but fails to achieve large coverage. By using CSI of the impact of jamming on the legitimate receiver, adaptive jamming can be adjusted to provide large coverage yet paying a price in terms of efficiency. Cautious jamming highlights the usefulness of CSI by using full CSI about the impact of the jammer to improve on the results of the remaining strategies, specifically when close to the legitimate receiver. Unfortunately, a strategy able to determine every favorable opportunity to jam requires CSI for all channels, which may not always be available realistically. Our analysis of multiple jammers suggests that the key to achieve high coverage and high efficiency simultaneously lies in having more than one jammer.

Finally, we note that there is still much work to do in evaluating the secrecy potential of different spatial configurations. A natural extension to this work includes analyzing the behavior of other system parameters, such as the interplay between the secure communication rate $R_s$ and the transmission power of the jammer $P_j$ that guarantees a prescribed level of jamming efficiency.
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APPENDIX

A. Proof for Proposition 1

The secrecy outage probability is given by [4]

\[ P[C_s < R] = P[C_r - C_e < R] \]

which, by using the definitions of Section II yields

\[ P[C_s < R] = R \left[ G_{tr} < \frac{\kappa(1 + c_j G_{jr})}{\beta G_{te} + c_j G_{je}} \right], \]

where \( \kappa = \frac{R - R_{tr}}{R_{tr}} \) and \( \beta = \frac{R_{te}}{R_{te} + R_{je}}. \)

Let the pdfs of \( \xi = g_{tr}, \nu_1 = g_{jr}, \) and \( \nu_2 = g_{je} \) be \( f(\xi), h_m(\nu_1) \) and \( h_e(\nu_2), \) respectively.

Since the pdf of \( g_{tr} \) is \( f(x) = e^{-x} \), we get

\[ P[C_s < R] = 1 - \int_0^{\infty} \exp \left( -\kappa(1 + c_j \nu_1) - \beta \xi \frac{1 + c_j \nu_1}{1 + c_j \nu_2} \right) \]

\[ \times f(\xi) h_m(\nu_1) h_e(\nu_2) d\xi d\nu_1 d\nu_2 \]

Proposition 1 then results through standard calculus.

B. Proof for Propositions 2 and 3

The proof for the secrecy outage probability for both cautious and adaptive jamming is similar to the proof for blunt jamming. The main difference comes from the fact that, instead of adjusting the transmit power according to the defined jamming scheme as mentioned in Section III-B, we equivalently adjust the fading distributions as follows.

**Cautious jammer:**

\[ G'_{jr} = \begin{cases} G_{jr} & \text{if } G_{jr} < \frac{G_{je}}{d_j} \\ 0 & \text{otherwise} \end{cases} \]

\[ G'_{je} = \begin{cases} G_{je} & \text{if } G_{je} < \frac{G_{jr}}{d_j} \\ 0 & \text{otherwise} \end{cases} \]

We then get the following joint pdf of \( \nu_1 = g'_{jr} \) and \( \nu_2 = g'_{je} \).

**Cautious jammer:**

\[ h_{me}(\nu_1, \nu_2) = \begin{cases} 0 & \text{if } \nu_1 > \nu_2 \\ e^{-\nu_1} e^{-\nu_2} & \text{if } \nu_1 < \delta \nu_2, \nu_1 \leq \nu_2 \text{ and } \delta < 1 \\ e^{-\nu_1} e^{-\nu_2} & \text{if } \nu_1 < \nu_2, \nu_1 > 0 \text{ and } \delta > 1 \\ \frac{1}{\alpha} & \text{if } \nu_1 = \nu_2 = 0 \text{ and } \delta > 1 \end{cases} \]

with \( \delta = \frac{d_j}{d_{jr}} \).

**Adaptive jammer:**

\[ h_{me}(\nu_1, \nu_2) = \begin{cases} 0 & \text{if } \nu_1 > \tau \\ e^{-\nu_1} e^{-\nu_2} & \text{if } \nu_1 < \tau \text{ and } \nu_1 > 0 \\ e^{-\tau} & \text{if } \nu_1 = \nu_2 = 0 \end{cases} \]

By plugging \( h_{me}(\nu_1, \nu_2) \) in the formulas of Section A we get,

\[ P[C_s < R] = 1 - \int_0^{\infty} \int_0^{\infty} \exp \left( -\kappa(1 + c_j \nu_1 - \beta \xi \frac{1 + c_j \nu_1}{1 + c_j \nu_2} \right) \]

\[ \times f(\xi) h_m(\nu_1) h_e(\nu_2) d\xi d\nu_1 d\nu_2 \]

which leads to the final formulas for the secrecy outage probability presented in Proposition 2 and Proposition 3.

C. Proof for Proposition 5

Extending the results of Appendix A to multiple jammers yields

\[ P[C_s < R] = \begin{cases} G_{tr} \kappa \left[ 1 + \frac{1}{\sum_j c_{jr} G_{jr}} + \beta G_{te} \frac{1}{\sum_j c_{je} G_{je}} \right] & \text{if } c_{jr} G_{jr} \text{ is given by [21]} \end{cases} \]

\[ h_m(\nu_1) = \frac{1}{\prod_j c_{jr}} \sum_j \exp \left( \frac{-\nu_1}{c_{jr}} \right). \]
Likewise, for $\nu_2 = \sum_j c_{je} G_{je}$,

$$h_e(\nu_2) = \frac{1}{\prod_j c_{je}} \sum_j \exp \left( - \frac{\nu_2}{c_{je}} \right) \prod_{l \neq j} \left( \frac{1}{c_{le}} - \frac{1}{c_{je}} \right).$$

Let the pdf of $\xi = g_{te}$ be $f(\xi) = e^{-\xi}$. Since the pdf of $g_{tr}$ is given by $e^{-x}$, we have,

$$P[C_s < R] = 1 - \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \exp \left( -\kappa(1 + c_{jr} \nu_1) - \beta \xi \frac{1 + c_{jr} \nu_1}{1 + c_{je} \nu_2} \right)$$

$$\times f(\xi) h_m(\nu_1) h_e(\nu_2) d\xi d\nu_1 d\nu_2$$

$$= 1 - \frac{1}{\prod_j c_{jr}} \frac{1}{\prod_j c_{je}} \sum_j \sum_{j'} \frac{1}{\prod_{l \neq j} \left( \frac{1}{c_{jr}} - \frac{1}{c_{lr}} \right)} \frac{1}{\prod_{l \neq j'} \left( \frac{1}{c_{jr}} - \frac{1}{c_{lr}} \right)} \times$$

$$\int_{0}^{\infty} \int_{0}^{\infty} \exp \left( -\kappa(1 + c_{jr} \nu_1) - \beta \xi \frac{1 + c_{jr} \nu_1}{1 + c_{je} \nu_2} \right) e^{-\xi - \frac{\nu_1}{c_{jr}} - \frac{\nu_2}{c_{je}}} d\xi d\nu_1 d\nu_2.$$

This finally leads to the results presented in Proposition 5.
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