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Abstract: In a distributed database environment, where the data is spread across several sites there are many concerns to deal with such as concurrency control, deadlock. Deadlocks impact the overall performance of the system. A deadlock is a condition in a system where a process cannot proceed because it needs to obtain a resource held by another process which it itself is holding a resource that the other process needs. In literature various techniques have been discussed which are used to prevent, detect and resolve the deadlocks. In this paper we have analyzed the deadlock detection and resolution techniques that are used. We have reviewed in detail the algorithms presented by B. M. Alom[2] for deadlock detection and resolution in distributed environment and found that when we rearrange the order of the transactions pair in the algorithm by Aloms[2] then it completely fails to detect the deadlocks.
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1. Introduction

Distributed database systems (DDBS) consist of different number of sites which are interconnected by a communication network. In such a resource sharing environment the database activities can be performed both at the local and global level so if the allocation of the resource is not properly controlled than it may lead to a situation that is referred to as deadlock. In Distributed database system model, the database is considered to be distributed over several interconnected computer systems. Users interact with the database via transactions. A transaction is a sequence of activities such as read, write, lock, or unlock operations. If the actions of a transaction involve data at a single site, the transaction is said to be local, on the other hand a global transaction involve resources at several sites. A deadlock may occur when a transaction enters into wait state, i.e. when request is not granted due to non-availability of the resources as the requested resource is being held by another waiting transaction. In such a situation, waiting transaction may never get a chance to change its state. Deadlock representation techniques for their easy detection have been discussed widely in the literature and graphical representation has been found to be most suitable and effective technique. A deadlock can be indicated by a cycle in the directed graph called Wait-for-Graph (WFG) [4] that represents the dependencies among the processes. A node in the graph G represents a transaction and a directed edge from vertex i to vertex j exist in G, if Ti (Transaction i) needs a resource, which is being held by Tj (Transaction j). For example, in Fig 1 a transaction T1 has locked data item P and needs to lock item Q, T2 has locked item Q and needs to lock item P. In this case the transactions are waiting for each other and no transaction can continue resulting into a deadlock.

Fig 1: Transaction Wait for Graph
In distributed database systems, three techniques are generally used for handling deadlocks: Deadlock avoidance, Deadlock prevention, and Deadlock detection.

**Deadlock Avoidance:** Deadlock avoidance is an approach in which deadlocks are handled before they occur. When a transaction requests a lock on a data item that has already been locked by some other transaction in an incompatible mode, the deadlock avoidance algorithm decides if the requesting transaction can wait or if one of the waiting transactions need to be aborted.

**Deadlock Prevention:** It is an approach that prevents the system from committing an allocation of locks that will eventually lead to a deadlock. This technique requires pre-acquisition of all locks. The transactions are required to lock the entire data item that they need before execution. Deadlock prevention deals with deadlock ahead of time.

**Deadlock Detection:** In this approach, deadlock may have already occurred and the deadlock detection technique tries to detect it and gives the process by which it can be resolved. Thus the system periodically checks for them. The existence of a directed cycle in the Wait-for-Graph indicates a deadlock. One transaction in the cycle called victim is aborted, thereby breaking the deadlock.

We have analyzed in detail the algorithms presented by B. M. Alom[2] for detecting and resolving deadlocks in a distributed environment. In section 2, we discuss about the transaction model. In section 3, we take up the recent work and analyze the contributions made by several researchers dealing with prevention, detection, and resolving of the deadlocks. In section 4, we take an example to compare the working of techniques by B. M. Alom[2] in details. In section 5, we give the concluding remarks.

## 2. Distributed Transaction Model

We next take up a distributed transaction model [1, 3]; its general structure is shown in Fig 2. In this each node has the following modules: a Transaction Manager (TM), a Data Manager (DM), a scheduler (S), and a Transaction Process (T). The Transaction Manager (TM) present at each distributed site controls the execution of each transaction process (T). The transactions communicate with TMs, and in turn TMs communicate with Data Managers (DMs), the Data Manager, manages the actual data at each distributed site. A single TM supervises each transaction executed in the DDBMS. The transaction issues all of its database operations to its particular transaction manager.

![Distributed Transaction Model](image)

The Transaction manager controls the execution of the different transactions which require the data item for their execution. It does so by contacting with the data manager present at that particular site. But if the transaction process requires a data item, which is not present at the site where it originates, the transaction manager contacts the data manager of the other site where the required data item actually resides. The scheduler in turn, at each site, synchronizes the transaction requests and performs deadlock detection. A transaction may request multiple data objects simultaneously.

## 3. Related Work

Different distributed deadlock detection and resolution algorithms have been proposed in the literature. In the paper, we discuss the contributions of other researchers and the algorithms they have used for dealing with deadlocks. Chandy et. al. [4] used a Transaction Wait-for-Graph (TWFG) to represent the status of transaction at the local sites and probes to detect global deadlock. They called the algorithm, as probe computation by which a transaction Ti determines if it is deadlocked or...
not. A probe is issued if a transaction begins to wait for another transaction and gets propagated from one site to another based on the status of the transaction that received the probe. The probes are meant only for deadlock detection. A transaction sends at most one probe in any probe computation. If the initiator of the probe computation gets back the probe, then it is involved in a deadlock. They found that this scheme does not suffer from false deadlock detection. Menasce D. A. et. al. [9] describes two protocols for the detection of deadlocks in distributed data bases: a hierarchically organized and a distributed. A graph model, which depicts the state of execution of all transactions in the system, is used by both protocols. A cycle in this graph is a necessary and sufficient condition for a deadlock to exist. Qinqin et. al. [14] have used the principle of adjacency matrix, path matrix and strongly-connected component of simple directed graph in graph theory. They have proposed a model for detecting deadlock by exploring strongly-connected component from resource allocation graph. The experiment shows that it can detect resources and processes involved in deadlock effectively. B. M. Alom [2] has introduced the deadlock detection and resolution technique which uses the concept of creating the structure table named LTS and DTS for detecting the local and global deadlock. In this algorithm whenever a deadlock cycle is detected, the priorities of the transactions constituting the deadlock are checked. The transaction with the least priority is aborted so that the resources held by it can be set free and can be granted over to the waiting transactions. But it has been found that if we rearrange the order of transaction pair in LTS and DTS than this algorithm completely fail to detect the deadlocks.

4. Illustrative Example For Performance Analysis

Let us take two sites, Site1 and Site2. A number of transactions are running on both the sites. In this example we have considered transactions T1, T2, T3, T4 executing on Site1 and transactions T5, T6, T7 executing on Site2 as shown in Fig. 3. We have analyzed the techniques in the following sub sections.

4.1 Using B. M. Alom Technique

In this technique two transaction structures are used: one is linear transaction structures (LTS) which is used to detect deadlock for each site locally and distributed transaction structures (DTS), which is used to detect deadlocks in distributed environment. If any transaction Tp requests a data item that is held by another transaction Tq, values of p and q are stored on the local transaction structure (LTS), where p and q represent their corresponding transaction numbers similarly if there is an edge from Ta to Tb, both belonging to different sites, then a corresponding entry is done in their DTS. Apart from these transaction structures, they have used a transaction queue which consists of transaction id and their priorities. The LTS for both the sites is shown in Table 1.

![Fig 3: A Distributed environment having 2 site](image)

**Table 1: LTS for Site1 and Site2**

<table>
<thead>
<tr>
<th>p</th>
<th>q</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
In LTS₁ (Site1) there is one deadlock cycle \{1 \rightarrow 2, 2 \rightarrow 3, 3 \rightarrow 4, 4 \rightarrow 1\} and in LTS₂ the deadlock cycle is \{5 \rightarrow 6, 6 \rightarrow 7, 7 \rightarrow 5\}. According to table 2 the youngest transaction with lowest priority id is selected and it is aborted to make the system deadlock free. In the given scenario according to table 2 for LTS₁ and LTS₂ the transaction 4 and 7 is selected as they have the lowest priority. The transaction pairs \{4 \rightarrow 1\} and \{7 \rightarrow 5\} are aborted. Now for detecting global deadlock, the intra connected transaction’s (those are connected to other sites) are seen to find out if there exist a global deadlock cycle. The DTS (Distributed transaction structure) for Site1 and Site2 is shown in Table 3.

The transaction queue for DTS is considered as it is created for LTS. As a result of which the transaction pair \{5 \rightarrow 3\} is aborted to free from global deadlock.

According to this approach, the TWFG without having any local or global deadlock cycle is shown in fig 4

\[\text{Table 2: Transaction queue with the priority_id} \]

<table>
<thead>
<tr>
<th>Tx_No</th>
<th>P_id</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

\[\text{Table 3: DTS for site 1 and site 2} \]

<table>
<thead>
<tr>
<th>p</th>
<th>q</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
</tr>
</tbody>
</table>

We analysed that if we rearrange the transaction pair in LTS and DTS the BM alom [2] technique completely fails to detect the local and global deadlock as there is a dependency of LTS and DTS structure on the directed edges of transaction wait for graph. We can eliminate this problem by assigning unique timestamp to each transaction.

5. Conclusions

Deadlocks in a distributed system drastically reduce the performance of the system and therefore have to be detected and resolved as soon as possible for the efficiency of the systems. After analyzing various techniques we have found that the technique presented by B. M. Alom (section 4.1)[2] is detecting deadlocks correctly if the priorities are taken in the same order as taken by him in his paper but if we take any other order then it detects false deadlocks. It means that there is a complete dependency on directed edges of wait for graph in the B.M Alom technique [2]. The concept of time stamping could be used to abort the younger transaction in our future work.
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