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Abstract—A system is said intrusion-tolerant if it maintains its security properties despite some of its components being compromised by a malicious adversary. Although the implementation of these systems usually requires the use of Byzantine fault-tolerant (BFT) protocols, they are not a complete solution. Besides BFT replication, there are several other techniques such as proactive recovery, diversity and confidential operation that are needed to implement these systems. Many of these techniques present interesting open problems that need to be addressed before a complete intrusion-tolerant system could be build and deployed.
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I. INTRODUCTION

An intrusion-tolerant system is one that maintains its security properties (i.e., confidentiality, integrity and availability) despite some of its components being compromised by an adversary [1]. The term was coined by Fraga and Powell in 1985 and was almost forgotten for 15 years due to the prohibitive performance costs of the mechanisms required to implement these systems. Byzantine fault-tolerant (BFT) replication is perhaps the most notorious of such mechanisms. It is used to protect the integrity and availability of a system whose components are attacked and intruded by a malicious and intelligent adversary.

In the last decade, several papers showed that it is indeed possible to implement BFT replication with low overhead (e.g., [2], [3]), and thus this barrier was removed. Although initially intrusion tolerance was one of the key motivations for BFT replication, researchers realized that there are many additional problems in dealing with malicious adversaries and start positioning BFT as a solution to deal with non-malicious arbitrary faults like heisenbugs and data corruption on memory and disks. This position paper surveys some of the progress made on BFT and intrusion tolerance in the last years and point out some open problems that still need to be addressed in order to build practical systems that can operate despite attacks and intrusions perpetrated by a malicious adversary.

II. INTRUSION-TOLERANT SYSTEMS

A Byzantine fault-tolerant system is a system composed by \( n \) components that can operate correctly even if \( f < n \) components suffer arbitrary faults.

The main difference between an intrusion tolerant and a BFT system is that the faults are explicitly assumed to be caused by a malicious adversary. This difference may appear to be of little impact, but it increases the complexity of any implementation since several new requirements need to be addressed:

- Many protocols are very efficient in favorable executions (executions with synchrony, no faults and no concurrency), however, the fact that a malicious adversary will be working against the protocol can make these favorable executions very unlikely. In consequence, the system needs to operate reasonably well under favorable and unfavorable execution.
- Common vulnerabilities are the bane of intrusion-tolerant systems. So, if one wants to resist attacks from a malicious adversary, extensive use of diversity is needed.
- When a machine is compromised, the system should be able to detect its misbehavior and react in order to clean the intrusion. This is a fundamental requirement that needs to be observed since, if an adversary was able to compromise \( f \) or less machines, the probability that he/she eventually find a way to compromise one more is high.
- In some systems, confidentiality is also a requirement and BFT replication cannot ensure it. For them, techniques such as threshold cryptography are needed to ensure that no replica stores the clear state, but only fragments of it that are of little use individually (i.e., only by at least \( f + 1 \) replicas cooperating one can recover information about the system state).

Given these extra requirements, and specially the fact that an intrusion-tolerant system cannot live with compromised machines forever, we propose a definition for this type of system:

**Definition 1** A replicated intrusion-tolerant system is a replicated system in which a malicious adversary needs to compromise more than \( f \) out-of \( n \) components in less than \( T \) time units in order to make it fail.

This definition is similar to the guarantees provided by BFT systems with proactive recovery [2], and assumes the notion of periodic intrusion cleaning taking into account two parameters: \( f \) and \( T \). Both these parameters are of little use if the previously mentioned requirements are not satisfied.
III. A Roadmap for Intrusion Tolerance

Here we present a list of solved, half-solved and open problems that should be solved for implementing intrusion tolerant systems based on distributed algorithms [4]. Our objective here is not to make this list (and the associated references) neither extensive nor complete, but give some pointers for the state of the art taking into account the space constraints.

A. Solved Problems

These are the problems we consider solved. However, it is worth to point out that there is always room for improvement.

High-performance BFT replication: During the last decade many papers proposing BFT protocols capable of offering high-performance in specific environment conditions were published (e.g., [2], [3]). These papers showed that a BFT replication protocol performance overhead can be made very modest in terms of both latency and throughput. The main conclusion about this is that the protocols performance should not be a concern anymore.

Resource-efficient BFT replication: Some works showed that it is possible to reduce the number of replicas of a BFT protocol from $3f + 1$ to $2f + 1$ or even $f + 1$. There are two ways to do this. The first one is through the separation of the agreement from the execution phase of BFT replication [5]. This simple idea allows the use of $3f + 1$ replicas to implement total order delivery of requests to $2f + 1$ executing replicas. Recently this result was extended to use only $f + 1$ executing replicas taking into account VM technology [6], [7]. The second way to mitigate the resource cost of replication is to employ trusted components to constraint the behavior of malicious replicas [8]–[10]. With these hybrid architectures it is possible to implement BFT replication using only $2f + 1$ replicas. Some of these papers also require a trusted component as simple as an authenticated monotonic counter, which can be implemented using the trusted platform module [10].

Proactive recovery: Recovering replicas is a practical way to allow a replicated system to tolerate an unbounded number of faults during its lifetime. Proactive recovery [2], [11] aims to periodically and proactively rejuvenate replicas even if they are correct to clean potential undetected intrusions. The main advantage of these systems is that the adversary can stay in control of some replicas only during a window of vulnerability, even if its perpetrated a stealth intrusion and could not be detected. Proactive recovery together with BFT replication represent a interesting starting point for implementing an intrusion tolerant system that satisfies our definition.

Recent works showed that many proactive recovery systems can be attacked and delayed, giving time for an intelligent adversary to compromise more than $f$ machines and takeover the system [12]. To deal with these vulnerabilities it is necessary to increment the replicated system with a synchronous subsystem capable of triggering timely recoveries without interference of attackers [13]. This paradigm was latter extended to deal with reactive recoveries and applied to a stateless intrusion-tolerant firewall, showing that it is practical for certain classes of critical services [14].

B. Half-solved Problems

These are challenges that were already addressed and reasonable solutions exists, but there are still gaps to be worked on.

Effectiveness of diversity: Common vulnerabilities and bugs that affect more than one replica of a replicated system can break the assumption that the system tolerates $f$ faults since a single fault (a common vulnerability) can bring down more than one replica. To deal with this problem, the use of diverse replicas is a common assumption. There is a common understand that the use of N-version programming [15] is too costly for practical systems, however, opportunistic diversity of operating systems and database management systems were shown to be very effective to avoid common faults and bugs on these types of components [16], [17].

Despite these encouraging results, there are still areas that deserve more work. First, some commonly used components such as Java virtual machines and cryptographic APIs did not have their diversity evaluated. Second, most replication protocols are only evaluated on LANs, which obviously does not support the assumption of diversity regarding natural disasters or bad administration. It would be interesting to implement and evaluate a BFT protocol using diverse software on replicas deployed in different administrative domains.

Performance robustness of BFT protocols: Recent papers described several weakness of BFT protocols [18], [19] showing that under certain conditions their performance may be unacceptably bad. Those same papers, among others, propose ways to solve these problems and implement robust state machine replication. Alternatively, there are recent works pointing towards the avoidance of aggressive optimizations and target the stability of protocols, i.e., the theoretical performance (e.g., number of steps, message complexity) of the protocol in best and worst case is bounded and small [20].

C. Open Problems

These are open problems that still need more work.

Intrusion reaction: For each protocol and service it is possible to define a set of intrusion detection rules and find measures to react to them. A question that could be asked is given a specification of a protocol, how to detect misbehaviors automatically and react to them? There are solutions for simple protocols [21], but it is still not clear how to extend these solutions for complex multi-tiered systems [22].
Time-bounded state transfer: Imposing time bounds on the system, like we did in our definition of intrusion tolerant system definition, require a hybrid distributed system model with a synchronous subsystem [13]. With such subsystem it is possible to bound the time the adversary have to compromise more than \( f \) replicas if there is an upper bound on the time needed to recover a replica. The problem is that one of the steps of the recovery is state validation and/or transfer (if current copy is not valid), which is usually done on the asynchronous part of the system, through the BFT protocol. Consequently, this part of the recovery can be attacked and delayed by the adversary, and thus such bound on state transfer time does not exist in current architectures. To avoid losing state, some systems stop the service and call for human intervention if state transfer could not be completed in a certain time (e.g., [2]).

A possible solution would be to transfer state through the synchronous network used to coordinate the recoveries. Unfortunately it will not solve the problem since the interaction between the synchronous and asynchronous part of the system can take an arbitrary amount of time, and the problem could persist. This problem, while subtle, makes it impossible to design a robust system that matches our definition of intrusion tolerance.

Diversity management: Assuming we have a pool of diverse configurations for our replicas, with different operating systems, database management systems, virtual machines, etc., how to choose the best configuration for a set of replicas? This question could only be answered assuming that we have access to studies that show how diverse the different software components we have [16], [17]. However, if proactive recovery is employed, not only intrusions but latent vulnerabilities need to be clean from the replicas after a recovery. It means that the pool of diverse configurations, will be exhausted after some time, unless one keep upgrading it with patches and explore the potential differences between different versions of the same system. Besides that, a non-homogeneous executing environment can have bad effects on the performance of replication protocols [23], which make difficult for system managers to understand if the different behavior of replicas over time are due to the diverse platforms, workloads or attacks and intrusions\(^1\). All these concerns complicate the use of diversity on intrusion-tolerant systems, and clearly show that more work is needed here.

Confidential operation: The techniques discussed so far are useful to protect the integrity and availability of an intrusion tolerant system, but not its confidentiality. A still open question is how to ensure the confidentiality of the state of intrusion tolerant system even if up to \( f \) machines are compromised. There are specific solutions for storage-

\(^1\)This can also have interesting effects on protocol parameters such as timeout values.

Gracefull degradation: The intrusion tolerance definition we use is very strict in the sense it does not accomodate temporary downtime or degraded operation. An interesting research topic that demands further research is the definition of weaker notions of intrusion tolerance considering that sometimes the adversary may be powerful enough to break the \( f \) and \( T \) bounds defined for the system.

IV. Final Remarks

In this paper we defined an intrusion-tolerant system using a fault threshold \( f \) and a time bound \( T \) for the adversary to compromise more than \( f \) system replicas. Based on this definition we surveyed solved problems, half-solved problems and open problems regarding the implementation of this kind of system. We hope this paper clarifies the difference between BFT and intrusion tolerance and show that there are still work to do on half-solved and open problems in order to fulfill the vision of an intrusion-tolerant system.
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