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Abstract — Outlier detection is currently very active area of research in data set mining community. Finding outliers in a collection of patterns is a very well-known problem in the data mining field. An outlier is a pattern which is dissimilar with respect to the rest of the patterns in the dataset. Proposed Method for outlier detection uses hybrid approach. Purpose of approach is first to apply clustering algorithm that is kmeans which partitions the dataset into number of clusters and then find outliers from each resulting clusters using distance based method. The principle of outliers finding depend on the threshold. Threshold is set by user. The main objective of the second stage is a finding out the objects, which are far away from their cluster centroids. In proposed approach, two techniques are combined to efficiently find the outlier from the data set. The experimental results using real dataset demonstrate that proposed method takes less computational cost and performs better than the distance based method. Proposed algorithm efficiently prunes of the safe cells (inliers) and save huge number of extra calculations.
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I. INTRODUCTION

Data mining is a process of extracting hidden and useful information from the data and the knowledge discovered by data mining is previously unknown, potentially useful, and valid and of high quality. Finding outliers is an important task in data mining. Outlier detection as a branch of data mining has many important applications and deserves more attention from data mining community. In recent years, conventional database querying methods are inadequate to extract useful information, and hence researches nowadays are focused to develop new techniques to meet the raised requirements. It is to be noted that the increase in dimensionality of data gives rise to a number of new computational challenges not only due to the increase in number of data objects but also due to the increase in number of attributes. Outlier detection is an important research problem that aims to find objects that are considerably dissimilar, exceptional and inconsistent in the database. Medical application is a high dimensional domain hence determining outliers is found to be very tedious due to the Curse of dimensionality. There are various origins of outliers. With the growth of the medical dataset day by day, the process of determining outliers becomes more complex and tedious. Efficient detection of outliers reduces the risk of making poor decisions based on erroneous data, and aids in identifying, preventing, and repairing the effects of malicious or faulty behavior. Additionally, many data mining and machine learning algorithms and techniques for statistical analysis may not work well in the presence of outliers. Outliers may introduce skew or complexity into models of the data, making it difficult, if not impossible, to fit an accurate model to the data in a computationally feasible manner. For example, statistical measures of the data may be skewed because of erroneous values, or the noise of the outliers may obscure the truly valuable information residing in the dataset. Accurate and efficient removal of outliers may greatly enhance the performance of statistical and data mining algorithms and techniques [6]. Detecting and eliminating such outliers as a pre-processing step for other techniques is known as data cleaning. As can be seen, different domains have different reasons for discovering outliers: They may be noise that we want to remove.

Detecting outliers has important applications in data cleaning as well as in the mining of abnormal points for fraud detection, stock market analysis, intrusion detection, marketing, network sensors. Finding anomalous points among the data points is the basic idea to find out an outlier. Distance based techniques use the distance function for relating each pair of objects of the dataset. Distance based definition (these definitions are computationally efficient) [7, 10] represent a useful tool for data analysis [8].
In this work, we are introducing clustering method that will reduce size of datasets, and groups the data having similar characteristic. Next we apply distance based to detect the outliers as per given threshold. Within a cluster get outliers, that are far from their cluster centroid.

II. OBJECTIVES OF STUDY

Basic aims to reduce the number of pair wise distance calculations, to let user free to provide sensitive parameters .We are first testing with distance based approach; this approach applies to all data, then testing with hybrid approach. In that we are first partition the data in to number of clusters and then we apply distance based approach. The principle of outlier’s detection depends on the threshold. This approach takes less computational time than distance based method.

III. RELATED WORK

Outlier detection (deviation detection, exception mining, novelty detection, etc.) is an important problem that has attracted wide interest and numerous solutions. These solutions can be broadly classified into several major ideas: Model-Based [2]: An explicit model of the domain is built (i.e., a model of the heart, or of an oil refinery), and objects that do not fit the model are flagged. Disadvantage: Model-based methods require the building of a model, which is often an expensive And difficult enterprise requiring the input of a domain expert Connectedness [11]: In domains where objects are linked (social networks, biological networks), objects with few links are considered potential anomalies. Disadvantage: Connectedness approaches are only defined for datasets with linkage information Density-Based [3]: Objects in low-density regions of space are flagged. Disadvantage: Density based models require the careful settings of several parameters. It requires quadratic time complexity. It may rule out outliers close to some non-outliers patterns that has low density. Distance-Based [1]: Given any distance measure, objects that have distances to their nearest neighbors that exceed a specific threshold are considered potential anomalies. In contrast to the above, distance-based methods are much more flexible and robust. They are defined for any data type for which we have a distance measure and do not require a detailed understanding of the application domain. Cluster based approach [4]: The clustering based techniques involve a clustering step which partitions the data into groups which contain similar objects. The assumed behavior of outliers is that they either do not belong to any cluster, or belong to very small clusters, or are forced to belong to a cluster where they are very different from other members. Clustering based outlier detection techniques have been enveloped which make use of the fact that outliers do not belong to any cluster since they are very few and different from the normal instances.

K-Nearest Neighbor Based Approach [12]: K-nearest neighbor based schemes analyses each object with respect to its local neighborhood. The basic idea behind such schemes is that an outlier will have a neighborhood where it will stand out, while a normal object will have a neighborhood where all its neighbors will be exactly like it. The obvious strength of these techniques is that they can work in an unsupervised mode, i.e., they do not assume availability of class labels.

IV. PROPOSED WORK

1. System architecture

Input Data Set: Collecting dataset from UCI Machine learning repository [13].

Cluster Based Approach: Clustering is a popular technique used to group similar data points or objects in groups or clusters. Clustering is an important tool for outlier analysis. Cluster based approach is here act as data reduction. First, clustering technique is used to groups the data having similar characteristics. And calculate the centroids for each group.

Distance Based Approach: Distance based technique is used to calculate maximum distance value for each cluster. If this maximum distance is greater than some threshold then it will declare as “outlier” otherwise as a real object or inliers. Threshold is given by user.

Outlier Detection: Outlier detection is an extremely important task in a wide variety of application domains. Outlier detection is a task that finds objects that are dissimilar or inconsistent with respect to the remaining data or which are far away from their cluster centroids.

2. Distance based Algorithm

This method is highly dependent on parameter provided by the users and computationally expensive when applied unbounded data set. With the development of information technologies, the number of databases, as well as their dimensions and complexity grow rapidly. With high dimensional dataset calculate distance with each instances will increase the computational cost. We are comparing distance based method with proposed method.
Pairwise distance computes the Euclidean distance between pairs of objects in n-by-p data matrix X. Rows of X correspond to observations; columns correspond to variables. y is a row vector of length \( \frac{n(n-1)}{2} \), corresponding to pairs of observations in X. The distances are arranged in the order (2,1), (3,1), ..., (n,1), (3,2), ..., (n,2), ..., (n,n−1). y is commonly used as a dissimilarity matrix in clustering or multidimensional scaling.

Euclidean distance

\[
d^2_{rs} = (x_r - x_s)^2
\]

Where,

\[
x_r = \frac{1}{n} \sum_j x_{rj}
\]

\[
x_s = \frac{1}{n} \sum_j x_{sj}
\]

1) Calculate pairwise distance that is computing the Euclidean distance between pairs of object.
2) Take square distance. Calculate maximum values from square distance values
4) Take threshold from user.
5) If distance > threshold value that will be the outliers.

3. Proposed Clustering and Distance-Based Algorithm

Generating cluster: K-means clustering is a partitioning method. Initially, cluster the entire dataset into k cluster using K-mean clustering and calculate centroid of each cluster.

Kmean Clustering: Given k, the k-means algorithm is implemented in four steps:

a) Select k observations from data matrix X at random
b) Calculate distance with each instances (with respect to randomly selected instances)
c) Assign each instance to the cluster with the nearest seed
d) Go back to Step b, stop when no instance to move group

2) Calculate Threshold % for each cluster
   -- finding min max values from each clusters
   -- finding maximum distance from centroid
   -- take threshold from user
   -- find threshold % value for each cluster

3) Calculate distance of each point of cluster from centroid of the cluster. If the distance is greater than threshold then it will declare as "outlier".

V. EXPERIMENTAL RESULTS

We use MATLAB tools for implementing our algorithms. We conducted all experiments on a Windows 7 Home Premium with Intel® Core™ i3 CPU M380 @ 2.53 GHz with 6.00 GB RAM. Experiments were conducted in Matlab 7.8.0 (R2009a) on various data sets. Data is collected from UCI machine learning repository that provided various types of datasets. This dataset can be used for clustering, classification and regression. Dataset has multiple attribute and instances. A repository of databases, domain theories and data generators are used by the machine learning community for the empirical analysis of machine. Data File Format is in .data and .xls excel file or .txt or .csv file format. This data file will be taken to find the outlier.

1) Medical Diagnosis Data Set: In real-world data repositories, it is hard to find a data set for evaluating outlier detection algorithms, because only for very few real-world data sets it is exactly known which objects are really behaving differently. In this experiment, we use a medical data set, WDBC (Diagnosis), which has been used for nuclear feature extraction for breast tumor diagnosis. The data set contains 428 medical diagnosis records (objects), each with 32 attributes (ID, diagnosis, 30 real-valued input features). The diagnosis is binary: Benign and Malignant. There are 2 types of datasets so we are dividing dataset into 2 numbers of clusters.

![Figure 2: Clustering and Outliers for Cancer Dataset](image)

<table>
<thead>
<tr>
<th>Number of Data Points in each cluster for Cancer dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Cluster</td>
</tr>
<tr>
<td>2 Cluster</td>
</tr>
</tbody>
</table>

Table 1: Shows number of data points for cancer Dataset

Here, we get groups of 71 instances in first cluster and 357 instances in second cluster among 428 instances. Group of 71 belongs to malignant record and group of 357 belongs to benign record. From first cluster 10 numbers of outliers detected at 75 percent of threshold. From second cluster 21 outliers detected at 75 percent of threshold.
Table 2: Test on different threshold value for cancer dataset and getting variations in number of outliers

<table>
<thead>
<tr>
<th>Threshold %</th>
<th>75</th>
<th>80</th>
<th>85</th>
<th>90</th>
<th>95</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of Outliers</td>
<td>1 Cluster</td>
<td>10</td>
<td>8</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>2 Cluster</td>
<td>21</td>
<td>19</td>
<td>17</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 3: CPU Time in Second for Cancer Dataset

<table>
<thead>
<tr>
<th></th>
<th>Distance Based Approach</th>
<th>Proposed Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elapsed Time</td>
<td>0.29246s</td>
<td>0.0954145s</td>
</tr>
</tbody>
</table>

Table 4: Shows number of data points and outliers for liver Disorder Dataset

<table>
<thead>
<tr>
<th>Number of Data Points in each cluster for Liver Disorder</th>
<th>Number of outliers at 75 %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Cluster</td>
<td>37</td>
</tr>
<tr>
<td>2 Cluster</td>
<td>308</td>
</tr>
</tbody>
</table>

Table 5: CPU Time in Second for Liver Disorder Dataset

<table>
<thead>
<tr>
<th></th>
<th>Distance Based Approach</th>
<th>Proposed Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elapsed Time</td>
<td>0.307235s</td>
<td>0.10975s</td>
</tr>
</tbody>
</table>

VI. DISCUSSION

Finding outliers is an important task in data mining. Outlier detection as a branch of data mining has many important applications and deserves more attention from data mining community. Comparison between Distance based approach and proposed approach are as follows:

**Distance-Based Method**
- Operate on whole data. Cannot give number of clusters.
- Computation time will increases
- Give only one value as most expected outlier

**Clustering and Distance-Based**
- Can group the data in to number of clusters
- Reduce the size of database that will reduces computation time
- To each cluster user can give certain radius to find outliers.

VII. CONCLUSION

This paper aims to detect outliers is the task that finds objects that are dissimilar or inconsistent with respect to remaining data. We proposed an efficient outlier detection method. We first groups the data (having similar characteristics) in to number of clusters. Due to reduction in size of dataset, the computation time reduced considerably. Then we take threshold value from user and calculate outliers according to given threshold value for each cluster. We get outliers within a cluster. Hybrid approach takes less computation time.

Approach is only deals with numerical data, so future work requires modifications that can make applicable for textual mining also. The approach needs to be implemented on more complex datasets. Future work requires approach applicable for varying datasets.
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