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Abstract

Feature selection and data sampling are two of the most important data preprocessing activities in the practice of data mining. Feature selection is used to remove less important features from the training data set, while data sampling is an effective means for dealing with the class imbalance problem. While the impacts of feature selection and class imbalance have been frequently investigated in isolation, their combined impacts have not received enough attention in research. This paper presents an empirical investigation of feature selection on imbalanced data. Six feature selection techniques and three data sampling methods are studied. Our efforts are focused on two different data preprocessing scenarios: data sampling used before feature selection and data sampling used after feature selection. The experimental results demonstrate that the after case generally performs better than the before case.

Introduction

Data preprocessing, a critical initial step in data mining and machine learning projects, is often used to improve the quality of training data set. Data collection methods are often loosely controlled, resulting in many data quality problems such as feature redundancy and irrelevance, data instance conflict and abnormality, and missing values. In this paper, we focus on feature selection in the context of software quality prediction. In software quality assurance practice, practitioners often use software metrics (attributes or features) gathered during the software development process and various data mining techniques to build classification models for predicting whether a given program module (instance or example) is in the fault-prone (fp) or not fault-prone (nfp) class. However, not all collected software metrics are useful or have the same contributions to classification results. The goal of feature selection is to choose the most relevant and important attributes from the raw data set that can significantly contribute to the modeling process. In this paper, we investigate six filter-based feature ranking techniques to select subsets of attributes.

In addition, for binary classification problems, class imbalance is frequently encountered. In software quality engineering practice, this refers to the overabundance of nfp class examples vis-à-vis fp class examples. Similar problems have also emerged in other application domains (Kamal et al. 2009; Zhao et al. 2007; Engen, Vincent, & Phalp 2008). Traditional classification algorithms attempt to maximize classification accuracy without regard to the significance of the different classes, resulting in a large number of misclassifications from fp to nfp. This type of misclassification is extremely severe in software quality assurance, implying a missed opportunity to correct a faulty module prior to operation. A variety of techniques have been proposed to alleviate the problems associated with class imbalance (Van Hulse, Khoshgoftaar, & Napolitano 2007). This paper employs data sampling to solve the problem. Data sampling attempts to improve classification performance by balancing the class distribution of training data sets. This can be implemented in one of two ways: oversampling and undersampling. Oversampling creates a more balanced data set by increasing the number of examples in the minority class. Undersampling, on the other hand, reduces the number of examples belonging to the majority class. Both under and oversampling can be done randomly, or using more “intelligent” algorithms. In this work, we examine the performance of three different data sampling techniques, including both random and intelligent over and under sampling.

Although a great deal of work has been done for feature selection and data sampling separately, limited research has been done on both together, particularly in the software engineering field. Chen et al. have studied data row pruning (data sampling) and data column pruning (feature selection) in the context of software cost/effort estimation (Chen et al. 2005). However, the data sampling in their study was not to deal with the class imbalance problem, and the study was not about the two-group classification issue. Also, their research focused only on the case in which data sampling is used prior to feature selection. In contrast, we present a comprehensive empirical investigation of feature selection on imbalanced data using various sampling techniques. In our study, two different data preprocessing scenarios are considered: data sampling used prior to feature selection and data sampling used after feature selection. We would like to compare both cases and see which one is more appropriate for the given data sets in software quality prediction. To our knowledge, no such studies have ever been done in this field or the data...
mining and machine learning community.

The experiments are carried out on four data sets from a very large legacy telecommunications software system. The distributions of the two classes ($fp$ and $nfp$) for the four data sets are significantly different; between 1% and 7% of the data instances are in the minority ($fp$) class. In the experiments, six feature selection techniques and three data sampling methods are considered together for data preprocessing. Two different scenarios, before (data sampling used prior to feature selection) and after (data sampling used following feature selection), are studied for each combination of the sampling and feature ranking technique. The classifier employed in this work is SVM (support vector machine), one of the most popular learners in data mining and machine learning. Our results show that data sampling used after feature selection generally performs better than the reverse case, but this is associated with the sampling method and feature selection technique involved in the data preprocessing.

**Related Work**

Feature selection, as an important activity in data preprocessing, has been extensively studied for many years in data mining and machine learning. A comprehensive survey of feature selection algorithms is presented in (Liu & Yu 2005). Hall and Holmes (Hall & Holmes 2003) investigated six attribute selection techniques that produce ranked lists of attributes and applied them to 15 data sets from the UCI collection. The comparison results showed no single best approach for all situations. However, a wrapper-based approach was the best overall attribute selection scheme in terms of accuracy if speed of execution was not considered. Saeyes et al. (Saeyes, Abeel, & Peer 2008) investigated the use of ensemble feature selection techniques, where multiple feature selection methods were combined to yield results. They showed that the ensemble approach presented great promise for high-dimensional domains with small sample sizes and provided more robust feature subsets than a single feature selection technique. Many applications of feature selection in various fields have been reported. Jong et al. (Jong et al. 2004) applied feature selection to proteomic data based on support vector machines (Jong et al. 2004). Ilczuk et al. highlighted the importance of attribute selection in judging the qualification of patients for cardiac pacemaker implantation (Ilczuk et al. 2007). In the context of text mining, where attributes are binary in value, Forman investigated multiple filter-based feature ranking techniques (Forman 2003).

Feature selection has been studied extensively, but it is not the only problem facing many data sets; frequently they are plagued by imbalanced data as well. To overcome the difficulties associated with learning from imbalanced data, various techniques have been developed. A natural solution is to modify the data set to balance it. These approaches are collectively known as sampling. Numerous variants of undersampling and oversampling have been investigated and applied to a variety of domain data sets (Chawla et al. 2002; Cieslak, Chawla, & Striegel 2006). Imbalanced data can also be dealt with directly when creating the classifier. This is easier with some classifiers than with others. Some classifiers, such as Naïve Bayes, can produce a probability that an instance is in a given class. One can just adjust the threshold at which an instance is put into a certain class and solve the problem of attempting to classify everything as being in the majority class to improve accuracy. A related approach is cost-sensitive classification (Elkan 2001). However, one of the problems related to cost-sensitive learning is that the costs of different types of errors or misclassifications are not easy to obtain or estimate, especially during the modeling process. Therefore, in this study, we focus on applying data sampling to improve the performance of classifiers for imbalanced data.

While the impacts of attribute selection and data sampling have been frequently investigated in isolation, their combined impacts have not gained enough attention in research. In one of the few studies, Liu et al. (Liu, Motoda, & Yu 2004) introduced the concept of active feature selection, and investigated a selective sampling approach to active feature selection in a filter model setting. But the purpose of sampling in their research was to deal with data sets with a large number of instances instead of class imbalance. In this paper, we use both feature selection and data sampling together to process our training data sets. The objective of this research is to address the following simple but important question: “In what order should feature selection and data sampling be applied for classifier development?” In other words, should feature selection be performed before or after data sampling? We investigate both cases in our study. To our knowledge, no similar study has ever been done or reported in related literatures.

**Filter-Based Ranking Techniques**

Feature selection (also known as attribute selection) is the process of choosing some subset of the features and building a classifier based solely on those. Feature selection methods can be categorized as either wrappers or filters based on whether a learning algorithm is involved in the selection process. In addition, feature selection techniques can also be categorized into feature subset selection and feature ranking. Feature subset selection approaches select subsets of attributes that collectively have good predictive capability, while feature ranking just evaluates attributes individually and ranks attributes according to their individual predictive power. The advantage of feature ranking is that it requires only the computation and sorting of the scores of each feature individually.

In this study, we use filter-based feature ranking techniques (i.e., ranking features independently without involving any learning algorithm). The procedure of feature ranking is to score each feature according to a particular method, allowing the selection of the best set of features. The six filter-based feature ranking techniques used in this work include: chi-square (CS), information gain (IG), gain ratio (GR), two types of ReliefF (RF and RFW), and symmetrical uncertainty (SU). The chi-square (CS) test (Cameron & Trivedi 1998) is used to examine whether the two variables are independent. CS is more likely to find significance to the extent that (1) the relationship is strong, (2) the sample
size is large, and/or (3) the number of values of the two associated features is large. Information gain, gain ratio, and symmetrical uncertainty are measures based on the concept of entropy from information theory (Witten & Frank 2005). Information gain (IG) is the information provided about the target class attribute Y, given the value of another attribute X. IG measures the decrease of the weighted average impurity of the partitions, compared with the impurity of the complete set of data. A drawback of IG is that it tends to prefer attributes with a larger number of possible values, i.e., if one attribute has a larger number of values, it will appear to gain more information than those with fewer values, even if it is actually no more informative. One strategy to counter this problem is to use the gain ratio (GR), which penalizes multiple-valued attributes. Symmetrical uncertainty (SU) is another way to overcome the problem of IG’s bias toward attributes with more values, doing so by dividing by the sum of the entropies of X and Y. Relief is an instance-based feature ranking technique introduced by Kira and Rendell (Kira & Rendell 1992). ReliefF is an extension of the Relief algorithm that can handle noise and multiclass data sets, and is implemented in the WEKA tool (Witten & Frank 2005). When the WeightByDistance (weight nearest neighbors by their distance) parameter is set as default (false), the algorithm is referred to as RF; when the parameter is set to true, the algorithm is referred to as RFW.

**Sampling Techniques**

This work considers three different data sampling techniques. Random oversampling (ROS) and random undersampling (RUS) achieve more balanced data sets by randomly duplicating examples of the minority class (ROS) or randomly removing examples from the majority class (RUS). Synthetic Minority Oversampling Technique, or SMOTE (SMO) (Chawla et al. 2002) creates new minority class examples by interpolating between existing minority class examples.

**Experimental Data Sets**

For this study, we conduct our experiments on four data sets from a very large legacy telecommunications software system (denoted as LLTS). The LLTS software system was developed in a large organization by professional programmers using PROTEL, a proprietary high level procedural language (similar to C). The system consists of four successive releases of new versions of the system, and each release was comprised of several million lines of code. The data collection effort used the Enhanced Measurement for Early Risk Assessment of Latent Defect (EMERALD) system (Hudepohl et al. 1996). A decision support system for software measurements and software quality modeling, EMERALD periodically measures the static attributes of the most recent version of the software code. We refer to these four releases as Rel.1, Rel.2, Rel.3 and Rel.4. Each set of associated source code files is considered as a program module. The LLTS data sets consist of 42 software metrics, including 24 productivity metrics, 14 process metrics and 4 execution metrics. The dependent variable is the class of the software module, fp or nfp. The fault-proneness is based on a selected threshold, i.e., modules with one or more faults are considered as fp, nfp otherwise. Table 1 summarizes the numbers of the fp and nfp modules and their percentages in each data set.

**Experimental Design**

As previously mentioned, the main goal of the paper is to investigate the learning impact of the two data preprocessing activities (feature selection and data sampling) working simultaneously on the given software engineering data sets. Six filter-based feature ranking techniques and three data sampling methods are used in the experiments. Two different scenarios are taken into account for each given paired ranker and sampler: (1) data sampling used before feature selection, and (2) data sampling used after feature selection.

For feature ranking, we select the top ⌈log₂n⌉ attributes from each of the ranked lists as the subsets of attributes, where n is the number of independent attributes in the original data set. The reasons why we choose the top ⌈log₂n⌉ attributes (i.e., six metrics in this study) include (1) related literature lacks guidance on the number of features that should be selected when using a feature ranking technique; (2) our preliminary study shows that it is appropriate to use ⌈log₂n⌉ features when applying SVM learner to binary classification in general and imbalanced data sets in particular; and (3) a software engineering expert with more than 20 years experience recommended selecting ⌈log₂n⌉ number of metrics for software system such as our case study. In addition, the ratio between the nfp examples and fp examples in the post sampling data set is set to 65-to-35 and 50-to-50. We only present the results with the 65-to-35 case for space limitations. Similar results were also obtained from the 50-to-50 case. This work uses SVM (support vector machine) as the classifier and AUC (the area under the ROC curve) as the evaluation metric.

Support vector machines (SVMs) are a category of generalized linear classifiers (Shawe-Taylor & Cristianini 2000) that map input vectors to a higher dimensional space where a maximal margin hyperplane is constructed. The sequential minimal optimization algorithm (SMO) provides an effective method to train support vector machines (Platt 1999). In our study, the complexity parameter, c, is set to ‘5.0’, while the buildLogisticModels parameter is set to ‘true’ to produce proper probability estimates. Other classifiers such as naïve Bayes, multilayer perceptrons, logistic regression and k nearest neighbors were also performed in the experiments. However, due to the space limitation we only present
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**Table 1: Data Set Summary**

<table>
<thead>
<tr>
<th>Data Set</th>
<th>nfp</th>
<th>fp</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rel.1</td>
<td>3420</td>
<td>63</td>
<td>3483</td>
</tr>
<tr>
<td>Rel.2</td>
<td>3792</td>
<td>47</td>
<td>3839</td>
</tr>
<tr>
<td>Rel.3</td>
<td>3944</td>
<td>13</td>
<td>3957</td>
</tr>
<tr>
<td>Rel.4</td>
<td>3886</td>
<td>23</td>
<td>3909</td>
</tr>
</tbody>
</table>

---
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In the experiments, we use ten runs of five-fold cross-validation to build and test our classification models. That is, the data sets are partitioned into five folds, where four folds are used to train the model, and the remaining (hold out) fold is used to validate the model. This is repeated five times so that each fold is used as hold out data once. In addition, we perform ten independent repetitions (runs) of each experiment to remove any biasing that may occur during the random selection process. A total of 7,200 models are trained and evaluated during the course of our experiments. Note that all data preprocessing activities (sampling and feature selection) are performed solely on the training data sets but not on the validation (test) data sets.

**Results and Analysis**

The classification results using the SVM learner for the two data preprocessing scenarios are reported in Table 2. For each given ranking technique and sampling method, we compare the before (denoted BEF) and after (denoted AFT) situations. A total of 18 paired outcomes are reported in each of the four data sets (Rel.1 to 4). Note that each result represents the average over the ten runs of five-fold cross-validation outcomes. An unpaired two tailed t-test is used for each paired comparison. The unpaired t method tests the null hypothesis that the population means related to two independent group samples are equal against the alternative hypothesis that the population means are different. p-values are provided for each pair of comparisons in the table. The significance level is set to 0.05: when the p-value is less than 0.05, the two group means (in our case between the BEF and AFT scenarios) are significantly different from one another. For example, for Rel.1, when using CS to select features and RUS to sample the data, the result demonstrates that using RUS after CS significantly outperformed using RUS prior to CS, because the p-value (0.01) is less than the specified cut-off 0.05. For the RFW ranker and RUS sampler, the AFT case is better than the BEF case, but the difference is not statistically significant. As another example, for the RFW ranker and ROS sampler, the classification performance in terms of AUC for the two scenarios BEF and AFT are equal or almost equal. This can also be confirmed by the p-value, which is 0.99. In this study, we categorize the two means as equal when p > 0.95. In Table 2, for each paired comparison between BEF and AFT, one can always find which one performs better (marked with bold) or significantly better (marked with bold©) than the other or whether they have the same performance (marked with underline).

Table 3 shows the summary of the comparisons between BEF and AFT over all the 18 cases for each data set (release). ‘SB’ means significantly better, i.e., p ≤ 0.05, ‘B’ means insignificantly better, i.e., 0.05 < p < 0.95, while ‘E’ represents the case that two group means are the same, where p ≥ 0.95. For 2 out of 18 cases for Rel.1, the classification models display the same performance for two scenarios, while for the other 16 cases, AFT performs better or significantly better than BEF for 12 cases and worse or significantly worse for the remaining four. For Rel. 2–4, similar results were obtained — the situations where AFT outperforms BEF dominate. In summary, AFT performs better than BEF for 63% of cases (AFT is significantly better for 42% of cases), worse than BEF for 34% of cases (AFT is significantly worse than BEF for only 10% of cases) and equal to BEF for the remainder.

In addition, we performed a three-way ANOVA test for the results. The three factors include Factor A, which represents the two orders of the data preprocessing activities (BEF and AFT), Factor B, which represents the six filter-based feature rankers (CS, GR, IG, RF, RFW and SU), and
Factor C, which represents the three sampler (RUS, ROS and SMO). The ANOVA model can be used to test the hypothesis that the group means for each of the main factors are equal against the alternative hypothesis that at least one pair of group means are different. If the alternative hypothesis is accepted, numerous procedures can be used to determine which of the means are significantly different from the others. This involves the comparison of two means with the null hypothesis that the means are equal. In this study, we use Tukey’s multiple comparison test. The significance level for all tests is set to 0.05.

The ANOVA results, as shown in Table 4, indicate that for all three main factors the alternate hypotheses are accepted, since the p-values are less than 0.05. In addition, the two-way and three-way interaction terms are also statistically significant. For example, the significance of interaction A × B implies that changing the value of Factor A significantly impacts the mean values of Factor B. Multiple comparison tests are also carried out for the three main factors and the interaction terms A × B and A × C, since this study is more interested in the two different data preprocessing scenarios (Factor A) as well as their association with other factors such as feature selection technique (Factor B) and sampling method (Factor C). The comparison results are presented in Figure 1. Each figure displays graphs with each group mean represented by a symbol (◦) and the 95% confidence interval around the symbol. Two means are significantly different (α = 0.05) if their intervals are disjoint, and are not significantly different if their intervals overlap. From the figures, we can see the following points. (1) For Factor A, between the two different data processing scenarios, AFT performs significantly better than BEF; (2) For Factor B, among the six filter-based feature ranking techniques, RF and RFW perform best followed by CS and IG, then SU and GR; (3) For Factor C, all three sampling methods perform significantly different from one another. Among them, RUS performs best, ROS performs worst, and SMO is in-between; (4) For interaction A × B, Figure 1(d) presents the paired performances between BEF and AFT for each of the given filter-based rankers, where the BEF interval is represented by a thin line and the AFT interval is represented by a thick line. The figure demonstrates that AFT performs much better than BEF when the CS, GR, IG and SU rankers are used, but very similar to BEF when the RF and RFW rankers are employed. In other words, the choice of filter does have a significant impact on the differences between the mean AUC values of BEF and AFT; (5) For interaction A × C, Figure 1(e) presents the paired performance between BEF and AFT for each of the given samplers. The graph indicates that AFT significantly outperforms BEF for ROS and SMO, but the two scenarios demonstrate very similar performance when RUS is used. In addition, AFT presents more consistent (stable) performance than BEF with respect to different sampling techniques employed.
Conclusion

This study investigates feature selection on imbalanced data sets. Data sampling methods are used to counteract the negative effect of class imbalance while filter-based feature ranking techniques are used to select the most relevant features for classification. Six filter-based feature selection techniques and three data sampling methods are implemented. When both data sampling and feature selection are considered simultaneously for data processing, an interesting question is raised — “should data sampling be performed before or after feature selection?” Two different scenarios (before and after) are studied for each pair of feature selection technique and data sampling method. The experiments are conducted on four highly imbalanced software quality data sets and the results demonstrate that data sampling done after feature selection generally outperforms the reverse case, i.e., data sampling done before feature selection. In addition, the after scenario demonstrated more stable performance than the before scenario with respect to the various sampling techniques. Future work will conduct additional empirical studies with data from other application domains.
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