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Abstract

With growing computing power, physical simulations have become increasingly important in computer graphics. Content creation for movies and interactive computer games relies heavily on physical models, and physically-inspired interactions have proven to be a great metaphor for shape modeling. This tutorial will acquaint the reader with meshless methods for simulation and modeling. These methods differ from the more common grid or mesh-based methods in that they require less constraints on the spatial discretization.

Since the algorithmic structure of simulation algorithms so critically depends on the underlying discretization, we will first treat methods for function approximation from discrete, irregular samples: smoothed particle hydrodynamics and moving least squares. This discussion will include numerical properties as well as complexity considerations.

In the second part of this tutorial, we will then treat a number of applications for these approximation schemes. The smoothed particle hydrodynamics framework is used in fluid dynamics and has proven particularly popular in real-time applications. Moving least squares approximations provide higher order consistency, and are therefore suited for the simulation of elastic solids. We will cover both basic elasticity and applications in modeling.

1. Introduction

Computer graphics has evolved to a stage where content creation is highly automated. Physics-based animation can automatically compute realistic behavior for dynamic systems such as liquids, gases, or elastic solids. Researchers have created algorithms that simulate complex effects such as fracture, plasticity, or phase transitions. Physically plausible interactions have also proven exceptionally useful as a modeling metaphor in shape modeling.

Currently, the most common algorithms in all of these areas are mesh or grid-based. Traditional fluid simulation uses a Eulerian discretization of the velocity field, i.e., the space containing the fluid is discretized. For visualization, density values (in smoke simulation), or a representation of the surface (for liquids) are then advected using the discretized velocity field. Common methods for the simulation of elastic solids typically discretize the simulated material, not the embedding space. Because the discretization grid moves along with the material, this Lagrangian discretization is better suited for elasticity, where the relative displacements of neighboring sample points is essential for force computation.

All of these mesh-based methods require that their simulation mesh covers the discretized domain, and its elements are non-overlapping. We will call a mesh with this property consistent. The shape of its elements influence the implementation of the algorithm, and usually, they are chosen to be as simple as possible, i.e. hexahedral or tetrahedral.

In this tutorial, we discuss methods that do not require a consistent mesh. Instead, the necessary functions and derivatives are interpolated from irregular samples. The only connectivity information necessary is the neighborhood relationship between samples. The neighborhood graph is relatively cheap to compute, and therefore, meshless methods
are ideally suited for applications in which the topology of the discretized domain changes frequently. This also leads to one of the most important differences to mesh-based methods in fluid simulation: meshless methods for fluid simulation are Lagrangian methods, discretizing the fluid instead of the embedding space. Consequently, all sample neighborhoods are recomputed in each time step. Being able to change the topology of the simulation domain quickly is essential in simulations of fracture, or for adaptive computations that add samples where more detail is needed.

Physical systems are governed by partial differential equations (PDEs). For fluid dynamics, these are the Navier-Stokes equations, a system of PDEs in the velocity at each point in space. For elasticity, the governing equations can be written as a PDE in the displacement of each point in the material. In order to solve for the dynamic behavior of these systems, we have to discretize the PDE in space and time. In other words, we will replace the governing equations, which are statements about functions, by statements about samples of functions — discrete objects which we can represent in a computer. To properly translate the governing equations into equations pertaining to samples, we need to reconstruct a continuous function (and its derivatives) from the given samples, apply the governing equations to the approximated function, and transform the results back into changes that we can apply to the samples directly.

### 1.1. Outline

We have written this tutorial with two goals in mind. The readers should understand the foundations of meshless methods, enabling them to not only understand the methods presented here, but apply their knowledge to develop their own variations, or analyze meshless methods they encounter in the literature. On the other hand, we have included pseudocode for all core algorithmic parts. This should ensure that the reader is able to reimplement the algorithms discussed in this tutorial without being frustrated by common pitfalls. Throughout the text, there are plenty of references that point to further reading if any topic is of particular interest.

The tutorial is organized in two parts. Sections 2–5 treat fundamentals, while sections 6–8 discuss applications based on the frameworks introduced in the first part.

In the first part of this tutorial, we will discuss in detail how to spatially discretize functions using irregular, unstructured samples. We will treat two meshless discretization approaches. Smoothed Particle Hydrodynamics (SPH) is a function approximation framework which has been used primarily for fluid simulation. It is fast but provides only low-order accuracy in function values and derivatives. In Section 2, we will rigorously derive its properties, and provide the background necessary to apply the framework both as a function approximation technique and for the specific problem of fluid dynamics. SPH relies on so-called kernel functions to reconstruct a continuous function from scattered samples. We will discuss the options for choosing these kernel functions, as they significantly impact the performance quality of SPH simulations.

Moving Least Squares (MLS) approximations are more expensive to compute, but provide higher-order accuracy, making them suitable approximation methods for elasticity computations. Since their construction involves a non-trivial amount of precomputation whenever the neighborhood graph changes, these methods are not usually used for fluid simulation. They have shown great potential in the simulation of elastic solids, where fracture can be computed without costly remeshing. Adaptive simulations are also far easier to achieve. Section 3 will introduce MLS approximation.

After giving a concluding comparison between SPH and MLS in Section 4, we will turn our attention to search data structures in Section 5. These are essential for computing neighborhoods and are used heavily in any meshless simulation. The most common data structures used for neighborhood lookups are kd-trees and spatial hashing. We will treat their complexities and pitfalls, and discuss scenarios in which each is optimal.

Part two of this tutorial deals with applications of the methods introduced in part one. SPH is used for fluid simulation, and Section 6 discusses the basic technique, as well as several extensions. We will see how the Navier-Stokes equations can be discretized using irregular, Lagrangian-Stokes samples, and discuss the inherent advantages and limitations of meshless Lagrangian fluid simulation compared to the traditional mesh-based Eulerian setting.

Simulations of elastic objects require higher-order accuracy. In a meshless setting, the MLS function approximation can be used to implement meshless simulations of continuum elasticity. Section 7 treats the basics of continuum elasticity, and we discuss how to apply MLS approximations to the problem. We will briefly touch upon simulation of more complex phenomena such as plasticity and fracture, with special emphasis on sampling issues.

Natural deformations as computed by continuum elasticity simulations can be used in shape modeling. Section 8 discusses how to use the basic simulation developed in Section 7 in a modeling application. We can use the physical framework not only for shape modeling, but also for motion modeling. Since physical simulations produce natural deformations, we can use non-linear optimization paired with objective functions derived from elasticity to compute optimal motion paths between keyframes.

Finally, we conclude with some high-level considerations in Section 9.
I. Function Approximation from Unstructured Samples

This part of the tutorial will deal with the problem of function approximation from unstructured samples. Given samples of a function at irregular locations, we want to reconstruct the original function (or an approximation). The key difference between mesh-based and meshless methods for function approximation is the additional structure that a consistent mesh offers. A consistent mesh partitions the sampled space into disjoint elements or cells. These additional guarantees can be used in various ways: Many finite element methods define the value of the reconstructed function at any point \( \mathbf{x} \) as a linear combination of only those samples that are corners of the element that contains \( \mathbf{x} \). We can integrate over the whole domain by simply adding the contributions of all elements.

For regularly sampled domains, regular or adaptive grids (octrees) provide a simple way of constructing such a consistent mesh. Computing meshes for irregular samples is not straightforward. Most commonly, Delaunay methods are used, but numerical problems due to slivers are common and hard to avoid, especially in dynamic settings where frequent re-meshing is necessary. Repairing or modifying a mesh after local resampling is often a global operation.

Meshless methods do not require a consistent mesh, and work on unstructured samples instead. For these methods, it is sufficient to know the distances between samples. Meshless methods are typically designed to be local, i.e., evaluating a function only involves values from nearby samples. These neighborhoods can be easily computed using search data structures like kd-trees or hash grids (see Section 5). Since inter-sample distances and neighborhoods can be easily recomputed, resampling is usually not a problem, and generally a local operation. On the downside, we lose the space partition property of a consistent mesh.

In the following, we introduce two meshless methods for function approximation: smoothed particles hydrodynamics and moving least squares. There are other methods that have not found widespread use in animation, for example approximation using radial basis functions. Although they are important in other areas of computer graphics, we will not treat these techniques in this tutorial.

2. Function Approximation using Smoothed Particle Hydrodynamics

In this section, we derive the basic formulation of Smoothed Particle Hydrodynamics (SPH). The term smoothed particle hydrodynamics was coined by Gingold and Monaghan [GM77], who introduced the method as a way to simulate interstellar gas. The function approximation method that is at the core of SPH is older, and originated from statistics as a method to approximate probability distributions from scattered samples [Ros56]. Lucy [Luc77] independently rediscovered the technique. In this tutorial, we will discuss the derivation as well as the most common formulation of SPH. The excellent review article [Mon05], or the book [LL03] give a good overview of different variations of the technique developed since its inception. While SPH is often discussed in the context of fluid animation, its function approximation framework is general. We will treat it independently of applications in this section, and return to the application of fluid dynamics in Section 6.

Consider the problem of reconstructing an (unknown) function \( f \) from a set of irregular samples \( f_i = f(\mathbf{x}_i) \), where each sample has an associated importance weight \( m_i \).

Using the Dirac-delta function \( \delta \), we can rewrite \( f(\mathbf{x}) \) as a convolution

\[
\hat{f}(\mathbf{x}) = \int f(\mathbf{x}') \delta(||\mathbf{x} - \mathbf{x}'||) \, d\mathbf{V}.
\]

This doesn’t yet help us, since we cannot evaluate \( f \) everywhere. We therefore replace \( \delta \) with a kernel function \( \omega_h \). As long as \( \int \omega_h = 1 \), we recover a smoothed function \( \hat{f} \):

\[
\hat{f}(\mathbf{x}) = \int f(\mathbf{x}') \omega_h(||\mathbf{x} - \mathbf{x}'||) \, d\mathbf{V}.
\]

We can discretize the integral in (2) into a sum over all sample points to obtain the SPH approximation

\[
(f)(\mathbf{x}) = \sum_i f_i \omega_h(||\mathbf{x}_i - \mathbf{x}||) V_i.
\]

The volumes \( V_i \) associated with each sample point are still unknown. Drawing upon a physical metaphor, we associate the importance weights \( m_i \) with mass and observe that volume equals mass divided by density:

\[
V_i = \frac{m_i}{\rho_i}.
\]

We will see in Section 6 how this analogy is useful when we apply the approximation framework to physical problems. The density \( \rho_i \) is the sampling density around the sample \( i \). We can measure \( \rho \) using (3):

\[
\rho_i = \langle \rho \rangle(\mathbf{x}_i) = \sum_j \omega_h(||\mathbf{x}_i - \mathbf{x}_j||) \rho_j V_j
\]

\[
= \sum_j \omega_h(||\mathbf{x}_i - \mathbf{x}_j||) \rho_j \frac{m_j}{\rho_j}
\]

\[
= \sum_j \omega_h(||\mathbf{x}_i - \mathbf{x}_j||) m_j.
\]

We can obtain the same result by defining a mass function in the continuous setting

\[
m(\mathbf{x}) = \begin{cases} m_i & \mathbf{x} = \mathbf{x}_i, \\ 0 & \text{otherwise}, \end{cases}
\]

which concentrates the weights of the samples at the sample points. We then smear out the weight over the area of support of the kernel by setting the density at each point to the
smoothed version of \(m(x)\):

\[
ρ_i = \tilde{m}(x_i) = \int m(x') \omega_h(||x_i - x'||) \, dV
= \sum_j \omega_h(||x_i - x_j||) m_j(7)
\]

The reader should employ the derivation for \(ρ_i\) they find most intuitive. Note that in the absence of weights (\(m_i = 1\)), the density serves as a simple normalization term that makes sure that the kernel weights add up to one. In that case, and for a specific choice of kernel function, the method is equivalent to Shepard’s scattered data interpolation [She68].

Note that even if the kernel functions have sufficient support (i.e. the whole region of interest is covered by the union of the kernel support regions), SPH approximation in general do not recover constant functions exactly. This problem will lead us to introduce the more sophisticated moving least squares interpolation in Section 3.

We still have to choose the kernel function \(\omega_h\) before the SPH approximation (3) is fully defined.

2.1. Kernel Functions

We have a wide range of options when choosing kernel functions. Figure 1 (a) shows a plot of a typical 2D kernel function. In order to produce valid results, kernel functions need to fulfill a number of requirements. We have already encountered one essential requirement for admissible kernel functions: they must be normalized.

\[
\int \omega_h(||x||) \, dV = 1
(8)
\]

The kernel functions are one-dimensional (\(\mathbb{R} \to \mathbb{R}\), however, the normalization has to consider the space in which the samples points lie. This means that kernel functions need to be renormalized for each space in which the function interpolation is to be performed. The normalization criterion yields \(\int 2\pi r \omega_h(r) \, dr = 1\) for two-dimensional kernels, and \(\int 4\pi r^2 \omega_h(r) \, dr = 1\) in three dimensions.

In our derivation of the SPH approximation, we have silently introduced the smoothing parameter \(h\). Kernels are parameterized with \(h\), allowing control over how far the influence of each sample point reaches. Figure 1 (b) shows a kernel function for several values of \(h\). The choice of \(h\) influences the quality of the resulting function reconstruction, and depends on the sampling density. Too large values of \(h\) produce unnecessarily smooth reconstructions, while small values of \(h\) might lead to region in which no sample has non-zero weight. To ensure that the approximation (3) converges to the continuous result (1), it is crucial that the kernel function converges to a Dirac-delta function as \(h\) goes to zero.

If the kernels have local support, only a small fraction of the samples have non-zero influence on the approximation (3) at any point. Acceleration data structures can then be used to quickly find neighboring samples. These will be discussed in Section 5.

As can be verified in (3), the smoothness of the kernel functions determines the smoothness of the reconstructed function. It is therefore desirable that the kernel function is as smooth as possible. Although it is tempting to use higher-order interpolation kernels that work well in other contexts, negative values of \(\omega_h\) are problematic when the sample points are not equi-distant.

Note that even though in this tutorial, the kernels are defined as radially symmetric, this is not a strict requirement. All derivations herein can be adapted for kernels that are anisotropic, as long as they fulfill the requirements listed above.

Gingold and Monaghan initially proposed normalized Gaussian kernel [GM77], while Lucy proposed to use polynomial splines [Luc77]. Polynomial spline kernels, while of lower smoothness, have local support. Often, several kernel functions are used for different interpolation tasks within the same application [MCG03, CBP05]. If the kernel function has a singularity at zero, the SPH approximation is interpolating. This is often desirable, but comes at the expense of highly unstable gradient approximations as the kernel gradients tend to infinity for nearby sample points. Appendix A contains some good polynomial kernel functions for use in \(\mathbb{R}^2\) and \(\mathbb{R}^3\).

2.2. Approximations of Differential Operators

In order to apply SPH approximations to the solution of partial differential equations, we need not only a reconstruction of the continuous function \(f\), but also the derivatives of the function.

Differential operators can be directly applied to the SPH approximation (\(\tilde{f}\)). In this section, we will introduce approximations for the gradient and Laplacian of a real-valued function, as well as for the divergence of a vector-valued function. All expressions are summarized in Table 1.
Since the sample values \( f_i \) are constants, we can write approximation of \( \nabla f \) as
\[
\langle \nabla f \rangle (x) = \sum_i f_i \nabla w_i(||x - x_i||) V_i, \tag{9}
\]
where the gradient \( \nabla w_i(||x - x_i||) \) can be rewritten in terms of the kernel derivative
\[
\nabla w_i(||x - x_i||) = \frac{x - x_i}{||x - x_i||} \omega_i'(||x - x_i||). \tag{10}
\]

Other linear operators can be treated similarly: the Laplacian \( \Delta f \) can be approximated as
\[
\langle \Delta f \rangle (x) = \sum_i f_i \Delta w_i(||x - x_i||) V_i, \tag{11}
\]
where \( \Delta w_i(||x - x_i||) = \omega_i''(||x - x_i||) \), and the divergence of a vector-valued function \( \mathbf{f} \) becomes
\[
\langle \nabla \cdot f \rangle (x) = \sum_i f_i \cdot \nabla w_i(||x - x_i||) V_i. \tag{12}
\]

The accuracy of the approximations of derivative quantities strongly depends on the distribution of sample points within the support region of the kernel function. For highly irregular sample distributions, the differential properties can be very noisy. Larger values of \( h \) provide more sample points and add stability to the derivative estimates. However, larger values of \( h \) also imply more smoothing, which might not be desirable.

Fortunately, we have some freedom in defining “correct” approximations to these differential quantities. By choosing the approximation carefully, we can enforce specific properties that are important in the context of the application. In many applications, we are interested in the gradient of a function at the sample points (but not necessarily in between points). From (9), we can see that the gradient approximation \( \langle \nabla f \rangle (x_i) \) can yield non-zero values even if the function \( f(x) = c \) is constant. Below, we will discuss several ways of defining \( \langle \nabla f \rangle \) at the sample points to rectify the situation.

Note that if we subtract any constant function \( g \) from \( f \), the gradient of \( f \) will remain unchanged. We can then enforce a zero gradient for constant functions by subtracting the constant \( f_i \) when computing \( \langle \nabla f \rangle (x_i) \):
\[
\nabla f(x_i) \approx \langle \nabla [f - f_i] \rangle (x_i) = \sum_j (f_j - f_i) \nabla w_j(||x_i - x_j||) V_j. \tag{13}
\]
The above gradient expression yields zero gradients for constant functions. There are different methods to derive the above result, for a more general derivation, see [Mon05]. The same reasoning can be applied to the divergence and Laplace operators, leading to the corrected expressions
\[
\langle \nabla \cdot f \rangle (x_i) = \sum_j (f_j - f_i) \cdot \nabla w_j(||x_i - x_j||) V_j, \tag{14}
\]
\[
\langle \Delta f \rangle (x_i) = \sum_j (f_j - f_i) \Delta w_j(||x_i - x_j||) V_j. \tag{15}
\]

Techniques for finding alternative valid approximations are usually based on finding expressions that are equivalent in the continuous setting but lead to different discretizations. For example, we can use the product rule for differentiation
\[
\nabla (p f) = f \nabla p + p \nabla f \Rightarrow \nabla f = \frac{\nabla (p f)}{p} - \frac{f \nabla p}{p} \tag{16}
\]
to approximate \( \nabla f(x_i) \) as
\[
\nabla f(x_i) \approx \frac{\langle \nabla (p f) \rangle (x_i) - f_i \langle \nabla p \rangle (x_i)}{p_i}. \tag{17}
\]
Note the subtle difference between the approximations (13) and (17). Eq. (17) also gives zero gradients for constant functions. Another variation of the gradient approximation that is important in particular for fluid simulation (see also Section 6.1) can be derived similarly. By observing that
\[
\nabla f = \frac{p \nabla f - f \nabla p}{p^2}, \tag{18}
\]
we find
\[
\nabla f(x_i) \approx p_i \left( \frac{\langle \nabla f \rangle (x_i)}{p_i} + \frac{f_i \langle \nabla p \rangle (x_i)}{p_i^2} \right) = \frac{p_i \sum_j m_j (f_j - f_i) \nabla w_j(||x_i - x_j||)}{p_i^2}. \tag{19}
\]
Eq. (19) has important symmetry properties that we will revisit in Section 6.1.

One final word of caution: one should not take results derived in the continuous setting for granted, even if they hold for mesh-based approximations. Having defined gradient, divergence, and Laplace operators, it is instructive to examine the identity \( \Delta f = \nabla \cdot \nabla f \) which holds in the continuous setting, and carries over to most mesh-based function approximation methods. As is easily verified in Eqs. 9–12, this identity does not generally hold in the SPH setting:
\[
\langle \Delta f \rangle \neq \langle \nabla \cdot \langle \nabla f \rangle \rangle. \tag{20}
\]
While it is certainly possible to define an approximation to the Laplacian which preserves this identity, this comes at a computational cost, and might carry additional disadvantages.

### 3. Function Approximation using Moving Least Squares

The SPH method discussed in the previous section has in general poor accuracy and lacks already zero order consistency, i.e., it does not always recover constant functions. In this section, we will discuss an alternative particle approximation method that can be constructed to have any order
of consistency, i.e., it recovers polynomial functions up to the desired order exactly, which is for example important for elastic solid simulations. This of course comes at the cost of more involved computations. However, when the particle sampling and neighborhood relations remain constant, much can be precomputed and evaluation boils down to computing simple linear combinations, making the method as efficient as SPH. This method was proposed in the graphics community [MKN04, PKA05] for use in elastic solid simulation, where indeed the material does not deform significantly and particle samples remain constant.

The approach discussed in this section achieves its higher order consistency through moving least squares approximations (MLS), and will hence be referred to as the MLS method.

### 3.1. Shape Function Approximation

We again consider the problem of reconstructing an unknown function \( f \) from a set of irregular samples \( f_i = f(x_i) \). This function will locally be defined as a polynomial \( \langle f \rangle(x) = p^T(x)a \), where \( p(x) \) is a complete polynomial basis of order \( n \). For example for dimension \( d = 3 \) and order \( n = 1 \), we have \( p(x) = [1 \ x \ y \ z]^T \), with \( x = [x \ y \ z]^T \). The vector \( a \) is the coefficient vector and for our example will have the form \( a = [a \ b \ c \ d] \).

Given the polynomial basis, the approximation \( \langle f \rangle(x) \) is now found as the polynomial that locally best fits the sample data in a least squares sense. More formally, given an evaluation point \( x \) and a chosen basis \( p(x) \), we wish to obtain the coefficient vector \( a \) that minimizes the error

\[
E = \sum_i \omega_h(||x - x_i||) \left( p^T(x_i)a - f_i \right)^2.
\]

Here, the summation is over all particles and nearby particle contributions are weighted according to a weight function \( \omega_h \) similar to the one used for SPH approximations (cf. Section 2). The support radius \( h \) can be uniform or particle dependent and defines each particle’s influence region.

The coefficients are found as \( a = \arg \min E \) and it can be easily seen by differentiation that they are the solution of the linear system of equations

\[
\sum_i \omega_h(||x - x_i||)p(x_i) \left( p^T(x_a) - f_i \right) = 0.
\]

Solving this system yields

\[
a = M(x)^{-1} \sum_i \omega_h(||x - x_i||)p(x_i) f_i,
\]

where

\[
M(x) = \sum_i \omega_h(||x - x_i||)p(x_i)p^T(x_i)
\]

is called the moment matrix. Note that \( M \) does not depend on the particle function values \( f_i \) and hence, given that the particle distribution and coupling remains constant, can be precomputed for every \( x \). The final approximation is now given as

\[
\langle f \rangle(x) = p^T(x)a = p^T(x)M(x)^{-1} \sum_i \omega_h(||x - x_i||)p(x_i) f_i.
\]

This is often written as

\[
\langle f \rangle(x) = \sum_i \Phi_i(x)f_i,
\]

where

\[
\Phi_i(x) = \omega_h(||x - x_i||)p(x_i)p^T(x_i)M(x)^{-1}p(x_i)
\]

are called shape functions. Similar to the moment matrices, the shape functions do not depend on \( f_i \) and can hence be precomputed and reused for varying \( f_i \) if the particle sampling is constant. Hence, in this setting, evaluating the MLS approximation using Eq. 26 becomes as efficient as evaluating an SPH approximation. Nevertheless, (pre)computing the shape functions requires inversion of a moment matrix which can potentially fail if this matrix becomes singular.

Note that there are other ways of deriving Eq. 26, for example using Taylor series expansion [FM03].

The weight functions \( \omega_h \) can have any form (interpolating or not, isotropic or anisotropic, local or global) and do not have to be normalized as opposed to the weight functions used for SPH approximations. Of interest are the shape functions \( \Phi_i \), which have, by construction very desirable properties such as consistency up to the order of the used basis.

### 3.2. Consistency

Given a basis \( p(x) \) of order \( n \), consistency up to this order can be easily proved by showing that \( \langle p \rangle(x) = p(x) \), i.e., the basis is approximated exactly for every \( x \). This is easily proved as

\[
\langle p \rangle^T(x) = \sum_i \Phi_i(x)p^T(x_i) = \sum_i \omega_h(||x - x_i||)p^T(x_i)M(x)^{-1}p(x_i)p^T(x_i) = p^T(x)M(x)^{-1}M(x) = p^T(x).
\]

Here we used the definition of the shape functions in the first step and the definition of the moment matrix in the third step. Since the basis is reconstructed exactly, every linear combination of the basis is also recovered exactly and the MLS approximation method is consistent up to the used basis order.

Higher order basis functions should be used when higher accuracy is required. However, this not only comes at the larger computational cost of having to invert larger moment
matrices, stability problems might arise such as having to deal with (near-)singular moment matrices.

### 3.3. Stability

A simple example illustrates the problem of singular moment matrices. Assume that all particles lie in the plane \( z = 0 \) in \( \mathbb{R}^3 \) and that a linear basis \( \mathbf{p}(x) = [1 \, x \, y \, z]^T = [1 \, x \, y \, z]^T \) is used. It is easy to see that the moment matrix will always be singular:

\[
\mathbf{M}(x) = \sum_i \omega_h(\|x - x_i\|) \mathbf{p}(x_i) \mathbf{p}^T(x_i) = \sum_i \omega_h(\|x - x_i\|) \begin{pmatrix} 1 & x_i & y_i & z_i \\ x_i & x_i^2 & x_i y_i & x_i z_i \\ y_i & x_i y_i & y_i^2 & y_i z_i \\ z_i & x_i z_i & y_i z_i & z_i^2 \end{pmatrix}
\]

\[
= \sum_i \omega_h(\|x - x_i\|) \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & x_i & 0 & 0 \\ 0 & 0 & x_i^2 & 0 \\ 0 & 0 & 0 & x_i z_i \end{pmatrix}
\]

It is hence clear that care has to be taken when evaluating the moment matrices. Even in near-singular cases it is good practice to use safe inversion methods such as using the Singular Value Decomposition (SVD). Next to the fact that the MLS method is computationally more involved than the SPH method, the singularity problem renders it impractical for particle fluid simulation. Indeed, thin sheets and isolated particles often appear for splashing fluids which would yield singular moment matrices.

In addition to using safe inversion using SVD, it is advised to center the polynomial basis at the evaluation point [Saa86] to improve the conditioning number of the moment matrix. Instead of using the basis functions \( \mathbf{p}(x_i) \) in Eq. 27, one can equally well use the translated and scaled basis functions \( \mathbf{p}((x_i - x)/h) \) (for now assume \( h = h \) is constant). The resulting modified moment matrix

\[
\tilde{\mathbf{M}}(x) = \sum_i \omega_h(\|x - x_i\|) \mathbf{p}(\frac{x_i - x}{h}) \mathbf{p}^T\left(\frac{x_i - x}{h}\right)
\]

(28)

has a better condition number and can be more stably inverted. Note that the resulting shape functions will now have the form

\[
\tilde{\Phi}_i(x) = \omega_h(\|x - x_i\|) \mathbf{p}(\frac{x_i - x}{h}) \mathbf{p}^T(\frac{x_i - x}{h})
\]

(29)

In the adaptive setting, one should use for \( h \) the average particle support radius in the above formulation.

### 3.4. Approximation of Differential Operators

First-order derivatives of \( f \) are obtained as

\[
\frac{\partial f}{\partial \mathbf{x}(k)}(x) = \sum_i \frac{\partial \tilde{\Phi}_i}{\partial \mathbf{x}(k)}(x) f_i,
\]

(30)

where derivatives of the shape functions using the chain rule are

\[
\frac{\partial \tilde{\Phi}_i}{\partial \mathbf{x}(k)}(x) = \frac{\partial \omega_h(\|x - x_i\|)}{\partial \mathbf{x}(k)} \mathbf{p}^T(x) \mathbf{M}^{-1}(x) \mathbf{p}(x_i) + \omega_h(\|x - x_i\|) \mathbf{p}^T(x) \frac{\partial \mathbf{M}(x_i)}{\partial \mathbf{x}(k)} \mathbf{M}^{-1}(x) \mathbf{p}(x_i) + \omega_h(\|x - x_i\|) \frac{\partial \mathbf{p}^T(x)}{\partial \mathbf{x}(k)} \mathbf{M}(x_i)^{-1} \mathbf{p}(x_i),
\]

and the derivative of the inverted moment matrix is given as

\[
\frac{\partial \mathbf{M}^{-1}}{\partial \mathbf{x}(k)} = -\mathbf{M}^{-1} \frac{\partial \mathbf{M}}{\partial \mathbf{x}(k)} \mathbf{M}^{-1}.
\]

(31)

Using Eq. 30, the spatial gradient can be approximated as

\[
\langle \nabla f \rangle(x) = \sum_i \nabla \tilde{\Phi}_i(x) f_i
\]

(32)

and the divergence of a vector-valued function as

\[
\langle \nabla \cdot \mathbf{f} \rangle(x) = \sum_i f_i \cdot \nabla \tilde{\Phi}_i(x).
\]

(33)

Higher-order derivatives are obtained by repeated differentiation using the chain rule [FM03]. The Laplace operator is for example approximated as

\[
\langle \Delta f \rangle(x) = \sum_i \Delta \tilde{\Phi}_i(x) f_i.
\]

(34)

Müller et al. [MKN’04] use a different approach to compute spatial gradients in the context of stress computations for meshless elastic solid simulation. Instead of taking the derivative of the approximation, they directly approximate the first-order derivative using moving least squares and local first-order Taylor expansions. In the neighborhood of a particle \( x_i \), the function \( f \) can be approximated as

\[
\tilde{f}(x_i + \Delta x) = f_i + \langle \nabla f \rangle(x_i) \cdot \Delta x + O(\|\Delta x\|^2).
\]

(35)

Dropping the second order term, the approximation at a neighboring particle \( x_j \) becomes

\[
\tilde{f}_j = \tilde{f}(x_j) \approx f_i + \langle \nabla f \rangle(x_i) \cdot x_{ij},
\]

(36)

with \( x_{ij} = x_j - x_i \). The weighted least squares error of making this approximation is

\[
E = \sum_j \omega_h(\|x_{ij}\|) (f_j - \tilde{f}_j)^2
\]

\[
= \sum_j \omega_h(\|x_{ij}\|) (f_j - \langle \nabla f \rangle(x_i) \cdot x_{ij})^2,
\]

with \( f_{ij} = f_j - f_i \). The unknown in this expression is \( \langle \nabla f \rangle(x_i) \) and can be found by minimizing \( E \). Similarly to Eq. 23, this yields the least squares approximation for \( \nabla f \) at particle \( x_i \)

\[
\langle \nabla f \rangle(x_i) = \mathbf{A}_i^{-1} \sum_j \omega_h(\|x_{ij}\|) f_{ij} x_{ij},
\]

(37)
with
\[
A_{i} = \sum_{j} \omega_{h_{i}}(\|x_{ij}\|)x_{ij}x_{ij}^{T} \tag{38}
\]
a 3 \times 3 moment matrix. Similar considerations hold for inverting \(A_{i}\) as before for computing \(M^{-1}\).

Note that above equation only allows approximating the first-order spatial derivative at a particle \(x_{i}\) and not regular derivatives at general positions \(x\).

4. SPH–MLS Comparison

The SPH and MLS method are just two of many particle approximation methods [FM03]. They are however the most popular in computer graphics for physically based simulation algorithms.

The SPH method has the advantage that evaluating a function or its derivatives simply amounts to computing a weighted average of particle quantities. The MLS method is computationally more involved and requires construction and inversion of a (small) moment matrix per evaluation. The latter method however comes with consistency guarantees, while the SPH method in practice does not even have zero order consistency.

The approximated function can for both methods be written as
\[
\langle f \rangle (x) = \sum_{i} \Phi_{i}(x) f_{i}, \tag{39}
\]
where the shape functions for SPH are given by
\[
\Phi_{i}^{\text{SPH}}(x) = V_{i} \omega_{h_{i}}(\|x - x_{i}\|) \tag{40}
\]
and the shape functions for MLS are given by
\[
\Phi_{i}^{\text{MLS}}(x) = \omega_{h_{i}}(\|x - x_{i}\|) p(x)^{T} M(x)^{-1} p(x_{i}). \tag{41}
\]

Table 1 gives an overview of the different SPH and MLS approximation equations.

It is instructive to make the distinction between Eulerian and Lagrangian kernels. Eulerian kernels are kernels that remain fixed in shape but move with the particles. Hence when Eulerian kernels are used, particle neighbors change during the course of a simulation. This means that the shape functions in Eq. 39 need to be evaluated in every simulation time step. Eulerian kernels are always used for particle fluid simulation using SPH. Lagrangian kernels on the other hand change shape during the course of simulation so that particle neighbors remain constant. Such kernels are typically used for elastic solid simulation using MLS, where particle displacement differences are rather small and it is feasible to use fixed particle neighbors. In this setting, shape functions have to be evaluated only once in so-called material coordinates and can be re-used in subsequent time steps for function approximation. As a consequence, the computational complexity disadvantage of the MLS method is dropped and it becomes as efficient as the SPH method.

An interesting combination of the ideas behind SPH and MLS is used in the Moving Least Squares Particle Hydrodynamics (MLSPH) method [Dil99, Dil00]. The idea is to use the MLS shape functions of Eq. 41, starting with the highest rank basis functions. If the inversion of the moment matrix however fails, then the rank of the basis is lowered until the inversion succeeds. One could imagine using MLSPH for particle fluid simulation and start with a linear basis \( p^{1}(x) = [1 x y z] \) and if needed, for example for a single isolated particle, lower the rank by using the constant basis \( p^{0}(x) = [1] \) (and effectively reverting to Shepard’s scattered data interpolation method). A consequence of this variable rank MLS method is that the resulting shape functions are not smooth. To our knowledge, this method has not been used in a computer graphics context.

5. Search Data Structures

Many operations in meshless function approximation rely on local neighborhood relationships between samples. If the kernels used in function approximation have local support, function values at a point \(x\) are only influenced by a small set of neighbors \(N_{r}(x) = \{x_{i} : \|x_{i} - x\| \leq r\}\), where \(r\) is the maximum distance at which the kernel is non-zero.

Finding the set \(N_{r}\) requires \(O(n)\) time if a brute force algorithm is used. Acceleration data structures can significantly lower the complexity of these queries. This section discusses kd-trees and spatial hashing, which are particularly well-suited for the queries most relevant to our application. Figure 2 shows an illustration. A comparison to other data structures, such as uniform grids, octrees, or bounding volume hierarchies, can be found in [BF79, Sam05].

5.1. kd-Trees

A kd-tree, or \(k\)-dimensional binary search tree, is a special case of a binary space partition tree with axis-aligned separating planes [Ben75]. Its root cell contains all points in \(\mathbb{R}^{k}\).
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Table 1: A summary of the most important equations for meshless approximation using the SPH and MLS frameworks. Given discrete samples $f_i$ of an unknown continuous function $f$, the table summarizes approximations of $f$ and differential quantities of $f$.

<table>
<thead>
<tr>
<th>Eq.</th>
<th>SPH</th>
<th>Eq.</th>
<th>MLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f(x)$</td>
<td>$(3) \sum f_i \omega_i (|x_i - x|) V_i$ where $V_i = m_i / \rho_i$ and $\rho_i = \sum \omega_i (|x_i - x|) m_i$</td>
<td>$f(x)$</td>
<td>$(26) \sum \omega_i (|x_i - x|) p(x)^T M(x)^{-1} p(x)$</td>
</tr>
<tr>
<td>$\nabla f(x)$</td>
<td>$(9) \sum f_i \nabla \omega_i (|x_i - x|) V_i$</td>
<td>$\nabla f_i$</td>
<td>$(32) \sum \nabla \Phi_i (x)$</td>
</tr>
<tr>
<td>$\nabla f(x)$</td>
<td>$(13) \sum (f_j - f_i) \nabla \omega_i (|x_j - x|) V_j$ (zero for $f_i = c$)</td>
<td>$\nabla f_j$</td>
<td>$(37) \sum \omega_i (|x_j|) \nabla \Phi_i (x)$</td>
</tr>
<tr>
<td>$\nabla f_j$</td>
<td>$(19) \rho_i \sum \frac{1}{p_i} \nabla \omega_i (|x_j - x|) V_j$ (symmetric)</td>
<td>$\nabla f_i$</td>
<td>$(11) \sum f_i \omega_i (|x_j - x|) V_i$ (zero for $f_j = c$)</td>
</tr>
<tr>
<td>$\Delta f(x)$</td>
<td>$(12) \sum f_i \nabla \omega_i (|x_i - x|) V_i$</td>
<td>$\Delta f_i$</td>
<td>$(33) \sum f_j \cdot \nabla \Phi_i (x)$</td>
</tr>
<tr>
<td>$\Delta f_j$</td>
<td>$(14) \sum (f_j - f_i) \cdot \nabla \omega_i (|x_j - x|) V_j$ (zero for $f_j = c$)</td>
<td>$\Delta f_i$</td>
<td>$(15) \sum (f_j - f_i) \omega_i (|x_j - x|) V_j$ (zero for $f_j = c$)</td>
</tr>
</tbody>
</table>

In each level of the hierarchy, each cell is divided once by an axis aligned plane. Since cell boundaries are axis-aligned, inside/outside tests for points are fast. Figure 2 (a) shows an illustration.

Given the set of sample locations, a kd-tree can be constructed by recursively splitting cells until a minimum number of samples remain in the cell. For each cell, a good separating plane has to be found. Most commonly, the orientation of the planes is simply cycled through, and the median of point positions within the cell is used to determine the position of the separating plane. Algorithm 1 is a pseudocode version of the basic construction algorithm. More sophisticated methods based on statistical analysis of the input points have been proposed for high-dimensional data [Qui83, WAD94]. The trade-off between construction time and query time justifies these more complex construction methods only if a kd-tree, once constructed, is used for significantly more queries than there are sample points.

The construction time for a kd-tree is $O(n \log n)$. Adding, deleting, or moving samples will create an unbalanced tree and degrade search performance [FP86]. Since construction is relatively cheap, the kd-tree is typically rebuilt from scratch whenever the set of points changes.

To query a kd-tree, we find the cell containing the query point $x$, and then compute all cells that are intersected by the sphere of radius $r$ centered around $x$ (see Figure 3 (a)). The relevant cells are found by backtracking up the hierarchy until a cell fully contains the sphere. All children of this cell are recursively tested for intersection with the query range. Points contained in intersecting cells are candidates to be returned by the query and have to be tested against the sphere [FBF77]. A pseudocode version of the algorithm is given in Algorithm 2. [AM93] contains a more comprehensive discussion.

5.2. Spatial Hashing

Hash grids are regular grids whose contents are stored in a hash table. The embedding space is discretized into cells, and each cell is assigned an index. The cell indices are passed through a hash function, resulting in an index in a hash table. All data associated with the cell (such as the sample points it contains) is stored in this hash table entry. Hash
grids provide fast access to stored data elements and are very easy to maintain. Since cells are not explicitly stored in memory, the searchable domain is not bounded. The memory requirement of a hash grid grows with the number of non-empty cells, but is independent of the number of empty cells. Figure 2 (b) shows an illustration.

To construct a hash grid, the search space is divided into an infinite regular grid. We will describe the construction for \( \mathbb{R}^3 \), but the procedure generalizes easily, and the pseudocode algorithms in this section work for arbitrary dimension.

We define a regular, axis-aligned grid with edge length \( d \) and a cell corner at the origin. For any point \( x = [x, y, z] \), we can compute an index tuple \( I = (i, j, k) \) that uniquely identifies the cell containing \( x \):

\[
I(x) = ([x/d], [z/d], [z/d]),
\]

We also require a hash function \( H \) which maps cell indices to entries of a hash table. A simple hash function for index tuples such as (42) has been proposed in [THM’03]:

\[
H(i, j, k) = (i p_1 \text{ xor } j p_2 \text{ xor } k p_3) \mod s,
\]

Where \( p_{1,2,3} \) are prime numbers and \( s \) is the hash table size. In order to minimize collisions, \( s \) should also be prime or co-prime to \( p_{1,2,3} \). More advanced hash functions might result in fewer collisions for small hash table sizes \( s \), however, they are typically more expensive to compute. The additional cost incurred by an occasional collision is low, and more complicated hash functions do not translate into performance gains.

Given the set of sample locations \( S \), points from \( P \) are sequentially added to the hash grid, and assigned to their respective hash table entries. The construction time of a hash grid for a point set of size \( n \) is \( O(n) \). Adding, deleting, or moving points in an existing hash grid requires only \( O(1) \) time. Algorithm 3 gives the construction algorithm in pseudocode.

To query the hash table, we find the hash cell \( (i, j, k) \) that contains the query point \( x \). All cells intersected by a sphere of radius \( r \) around \( x \) have to be tested for points within the query range. The cell spacing \( d \) should be chosen to be either \( d = r \) or \( d = 2r \). In the former case, a total of \( 3^d \) cells have to be checked for points within the query radius. With \( d = 2r \), only \( 2^d \) closest cells to \( x \) have to be considered (see Figure 3 for an illustration for \( k = 2 \)). The average complexity of a query is linear in the number \( m \) of returned points. Algorithm 4 shows a pseudocode version of the query algorithm for \( d = 2r \).
5.3. Comparison

Both hash grids and kd-trees are commonly used for neighbor queries in meshless methods. Which data structure to use depends on several factors, and a final decision can often only be made after performance figures can be compared for representative test cases. There are, however, some general rules that help determine which method is most appropriate.

Most importantly, kd-trees are fully adaptive data structures, while hash grids discretize space uniformly. In situations with strongly varying sampling density, kd-trees offer advantages over hash grids since the spatial resolution adapts to the local spatial density of the point set. However, the adaptivity comes at a cost. Constructing a kd-tree takes 
\[ O(n \log n) \]
time as opposed to \( O(n) \) for hash grids. While construction cost is not an issue for static data, it can become a limiting factor in dynamic settings. Hash grids are most efficient with range queries of known constant radius. If the sampling density does not vary significantly throughout the domain, this leads to a retrieval in \( O(1) \).

II. Meshless Simulation and Modeling

We now have all basic ingredients to implement various physical systems. We will treat fluid simulation using the SPH framework described in Section 2, as well as simulation of continuum elasticity using MLS interpolations as discussed in Section 3. We will see in Section 8 how the latter can be used for shape and motion modeling.

6. Fluid Simulation using SPH

The behavior of fluids is governed by the Navier-Stokes equations. In graphics, the incompressible version of these equations is most commonly used. Traditionally, it is discretized on either regular, adaptive, or tetrahedral meshes for both water and smoke simulations [Sta99, LGF04, FOK05, KFC06].

An alternative to these Eulerian approaches is to discretize the material instead of its embedding space. Using a tetrahedral or hexahedral grid, this is the standard method for simulations involving continuum elasticity (see also Section 7). However, fluid simulations in computer graphics usually involve very turbulent behavior, as well as complex topological changes such as the formation of water droplets and spray.

The simplicity of restructuring in meshless discretization makes meshless Lagrangian approaches a viable alternative. We will use the SPH framework introduced in Section 2 to discretize the Navier-Stokes equations in a Lagrangian fashion. In this context, it is useful to think of the sample points as particles that carry the mass and other properties of the fluid, such as pressure and velocity. In principle, the simulation will then proceed by first computing forces acting on the particles using a discretization of the governing partial differential equations using the current particle positions. When all forces have been computed, they are integrated, and the particle velocities are updated accordingly. The particles are then moved according to their updated velocities.

The governing equations for fluids are the Navier-Stokes equations. They state the laws of momentum and mass conservation. The continuity equation, stating the conservation of mass, is not needed in the Lagrangian framework, since the mass is carried by the particles, and is hence preserved automatically if no particles are deleted or inserted, and the particle masses are not changed. For compressible fluids, the momentum equation can be written as a combination of pressure, viscosity, and external forces:

\[
\frac{Dv}{Dt} = \frac{1}{\rho} \left( f_p + f_v + f_e \right),
\]

(44)

Above, \( v \) denotes the velocity field, and \( f_e \) are external forces acting on the fluid. The pressure force \( f_p \) is a function of the pressure field \( p \),

\[
f_p = -\nabla p,
\]

(45)

In computer graphics, viscosity effects due to compression are usually neglected, and the viscosity force (even for the compressible case that is assumed in SPH simulation) is typically modeled after the viscosity term that applies to incompressible fluids [MCG03]. Viscous forces smooth the velocity field, and are proportional to the Laplacian of the velocity field:

\[
f_v = \mu \nabla \cdot \nabla v = \mu \Delta v.
\]

(46)

Intuitively, Eq. 44 states that forces act to even out pressure differences \( f_p \) and velocity differences \( f_v \) within a fluid. The pressure \( p \) is a function of the density of the fluid.
A common choice for the pressure function is the Tait equation [Mon94]

\[ p = K \left( \frac{\rho}{\rho_0} \right)^\gamma - 1 \]  

(47)

\( \rho_0 \) denotes the rest density of the fluid. The parameters \( K \) and \( \gamma \) determine the compressibility of the fluid. Monaghan proposed \( \gamma = 7 \), whereas in computer graphics, a value of \( \gamma = 1 \) is typically used [DG96, MCG03]. Recently [BT07] propose a method for choosing sensible parameter values in (47). Low values of \( \gamma \) and \( K \) make the fluid more compressible, but allow for larger time steps.

\[ \frac{D\rho}{Dt} = \frac{\partial \rho}{\partial t} + \rho \cdot \nabla \cdot \mathbf{v} \]  

is the material derivative of \( \rho \), i.e. the derivative of \( \rho \) at a point moving with the material. In a Lagrangian setting, the particles move with the material they represent. Thus, the material derivative can simply be computed as the time derivative of a value stored with a given particle.

Eq. 44 is a partial differential equation in the velocity field \( \mathbf{v} \) and the pressure field \( p \). We therefore discretize these fields using SPH, using the same sample points for both: We will have one value \( \mathbf{v}_i \) and \( p_i \) per particle. Although it is beyond the scope of this tutorial, it is very easy to simulate inhomogeneous media using SPH. The varying property can be simply stored at each particle, and will automatically be advected with the fluid.

The most straightforward spatial discretization of (44) using SPH is

\[ \frac{\partial \mathbf{v}_i}{\partial t} = - \frac{\langle \nabla p \rangle (x_i)}{\rho_i} + \mu \nabla \cdot \mathbf{v}_i + f_s(x_i). \]  

(48)

Below, we will discuss the pressure and viscosity terms of (48) in more detail, before we discuss the algorithmic details of the simulation.

6.2. Viscosity Forces

Discretizing the acceleration on particles due to viscosity leads to the expression

\[ \frac{f_p(x_i)}{\rho_i} = \frac{\mu}{\rho_i} \sum_j (\omega_h^{ij} m_j - m_j \omega_h^{ij} \rho_j). \]  

(51)

The force (52) is symmetric: \( a_i^j + a_j^i = 0 \).

There are several problems with this expression. The SPH approximation of higher-order derivatives depends strongly on the distribution of sample points and is therefore quite noisy, especially if the support radius of the kernel function is small and only few samples are considered. While choosing a larger support radius \( h \) can alleviate this problem, large values of \( h \) also introduce significant numerical diffusion on their own, which might be undesirable.

Numerical viscosity in SPH simulations is usually so high that additional viscosity is rarely necessary from an animation point of view. However, viscosity forces smooth the velocity field, and can greatly contribute to the stability of the simulation, allowing for larger timesteps. Creating a stable simulation with the viscosity (52) requires some parameter tuning, as high values of \( \mu \) destabilize the simulation and can actually reduce that maximum admissible timestep.

Viscosity forces effectively perform a smoothing of the velocity field. We can use more stable smoothing operators to achieve a similar effect. Such methods are called artificial viscosity. One type of artificial viscosity is the XSPH technique [Mon92]. Here, after each time step, the velocity of each particle is modified in the direction of the average and angular momentum are conserved. Especially for low-resolution simulations that are common in computer graphics, the lack of symmetry in the pairwise influences can lead to problematic visual artifacts.

A simple way to solve this problem is to symmetrize the pairwise interactions, for example by using \( a^{ij}_p = \nabla \omega_h^{ij} (p + p_i) m_j \). A more elegant way of ensuring momentum conservation is using the alternative gradient approximation (19), which yields

\[ \frac{f_p(x_i)}{\rho_i} = \frac{\mu}{\rho_i} \sum_j (\omega_h^{ij} m_j - m_j \omega_h^{ij} \rho_j). \]  

(51)

It is easy to check that this expression is indeed symmetric as defined above, implying that all pressure forces add up to zero (therefore conserving linear momentum). Because \( \nabla \omega_h^{ij} \) is always parallel to \( (x_i - x_j) \), no pairwise interaction introduces any angular momentum, and angular momentum is preserved as well.
velocity of its neighbors.

\[ \mathbf{v}_i = \xi \mathbf{v}_i (x_i) + (1 - \xi) \mathbf{v}_i \]

\[ = \xi \left( \sum_j w_h^j \frac{m_j}{\rho_j} \mathbf{v}_j \right) + (1 - \xi) \mathbf{v}_i. \]  

(53)

Original XSPH uses the corrected velocities \( \mathbf{v}_i \) only for moving the particles, but stores the originally computed velocities. If \( \mathbf{v}_i \) is also stored and used in subsequent timesteps, the viscosity effect is stronger. In (53), \( 0 \leq \xi \leq 1 \) determines how strong artificial viscosity should be. Even high values of \( \xi \) do not incur stability problems, on the contrary, stability increases as \( \xi \) gets closer to 1.

### 6.3. Boundary Effects

If the particle distribution is highly irregular, the SPH approximations of differential quantities can become unstable. In a fluid simulation, the forces push particles into semi-regular arrangements, such that these problems usually only occur on the boundary of the fluid. Figure 4 shows the effects of a free surface on the particle distribution. Near the surface, less particles are inside the support radius of the kernel function, leading to lower density estimates. The pressure forces try to maintain a constant density throughout the fluid and push particles on the surface closer together. By itself, this effect is not harmful, on the contrary, it can help extracting a smooth surface (see Section 6.5).

For simulations involving free boundaries, the pressure can be clamped to positive values, or reduced by a factor \( \zeta \) for negative values:

\[ p' = \begin{cases} 
  p & p \geq 0, \\
  \zeta p & p < 0.
\end{cases} \]  

(54)

Clamping or reducing the pressure at the boundaries reduces the cohesive forces inside the fluid and makes splashes and spray more likely. Müller et al. [MCG03] have proposed to explicitly include surface tension forces, which have an effect similar to low values of \( \zeta \).

Irregular sampling at the boundary can lead to problems for example for higher order derivative approximations needed for heat transfer computations. We can avoid irregular sampling and the associated issues using ghost particles. For free surfaces (fluid/air or fluid/vacuum interfaces), ghost particles have to be generated dynamically. This amounts to implementing a simulation of multiphase flow [MSKG05]. Rigid objects in contact with the fluid can be sampled statically. To implement interaction with a rigid body, the rigid body is sampled with ghost particles at positions \( \mathbf{X}_b \), which are treated like regular fluid particles regarding density computation [MTHG04]. The density approximation then becomes

\[ \rho_i = \sum_j m_j \omega_h^j + \sum_k m_k \omega_b(||x_i - X_b^k||). \]  

(55)

All other computations can proceed as before. If no-slip (sticky) boundaries are desired, the ghost particles are assigned the velocity of the rigid body, and are included computation of the viscosity force

\[ \frac{f_r(x_i)}{\rho_i} = \mu \sum_j \Delta \omega_h^j (\mathbf{v}_j - \mathbf{v}_i) \frac{m_j}{\rho_j} + \mu \sum_k \Delta \omega_b(||x_i - X_b^k||) (\mathbf{v}_b^k - \mathbf{v}_i) \frac{m_k}{\rho_k}. \]  

(56)

or, for artificial viscosity

\[ \mathbf{v}_i = (1 - \zeta) \mathbf{v}_i + \xi \left( \sum_j \omega_h^j \frac{m_j}{\rho_j} \mathbf{v}_j + \sum_k \omega_b(||x_i - X_b^k||) \mathbf{v}_b^k \right). \]  

(57)

For two-way coupling, forces are computed for the ghost particles, however, they are not moved independently. Instead, forces acting on ghost particles are added to the corresponding rigid body, which is updated, moving all its particles and updating their velocities.

### 6.4. Time Discretization and Simulation Loop

SPH helps us discretize the Navier-Stokes equations in space, and leaves us with an ordinary differential equation for each particle which we can discretize in time. Each particle stores a position and a velocity. Eq. 44 tells us how the particle velocities change over time. Using a simple explicit integration scheme, we can integrate those changes over time

\[ \mathbf{v}_i(t + \Delta t) = \mathbf{v}_i(t) + \Delta t \frac{D \mathbf{v}_i}{Dt} \]  

(58)

\[ x_i(t + \Delta t) = x_i(t) + \Delta t \mathbf{v}_i(t + \Delta t) \]  

(59)

Whether or not rigid bodies are sampled with ghost particles, it is a good idea to prevent the particles from entering the solid by enforcing hard constraints. When moving particles according to (59), we can reflect them off solid boundaries, thus preventing them from entering solid objects.
Algorithm 5 gives the complete SPH fluid simulation algorithm using artificial viscosity. Boundary effects on the surface are ignored. In a first pass over the particles, we compute density estimates for all particles. Then, forces are computed. Finally, we integrate the forces and move the particles. The parameters passed to the simulation are the timestep $\Delta t$, the kernel radius $h$, artificial viscosity parameter $\xi$, stiffness (inverse compressibility) $K$, pressure exponent $\gamma$, rest density $\rho_0$, as well as pressure scaling for negative pressures $\zeta$. It is important that the initial starting distribution is not too far from a rest state, i.e., the pressures computed in the first step should be close to zero.

Algorithm 5: The SPH simulation loop. The kernels $o_h(r)$ are non-zero only for $r < h$. We use a hash grid for neighborhood computations.

**Data:**
- $x_i$ - particle positions
- $v_i$ - particle velocities
- $m_i$ - particle masses

**Function** SPHStep($\Delta t$, $h$, $\xi$, $K$, $\gamma$, $p_0$, $\zeta$) 

// compute neighborhoods and density
$H =$ MakeHashGrid($\{x_i\}$, $h$)

forall $i$ do
  // compute neighborhood indices
  $N_i =$ \{ $j$ : $x_j \in$ HashGridQuery($H$, $x_i$, $h$) \}
  // compute density
  $p_i =$ \( \sum_{j \in N_i} m_j o_h(||x_i - x_j||) \)
  // compute pressure
  $p_i =$ \( K \left( \frac{p_0}{p_i} - 1 \right)^\gamma \)
  if $p_i < 0$ then $p_i \leftarrow \zeta p_i$
  // compute forces
  forall $j$ do
    // acceleration due to pressure forces
    $a_i =$ \( -\sum_{j \in N_i} \left( \frac{p_0}{p_j} + \frac{p_j}{p_i} \right) \frac{x_i - x_j}{\|x_i - x_j\|^2} o_h'(||x_i - x_j||) \)
    // average velocity for artificial viscosity
    $\bar{v}_i =$ \( \sum_{j \in N_i} v_j m_j o_h(||x_i - x_j||) \)
    // artificial viscosity and integration
    forall $i$ do
      // artificial viscosity
      $v_i \leftarrow (1 - \xi) v_i + \xi \bar{v}_i$
      // integrate velocity
      $v_i \leftarrow v_i + \Delta t a_i$
      // integrate positions
      $x_i \leftarrow x_i + \Delta t v_i$
      EnforceConstraints($i$)
end

6.5. Surface Extraction

The SPH fluid simulation yields particle positions, as well as discretely sampled density and velocity fields. In Eulerian fluid simulations, a surface or smoke densities are advected using the computed velocity field. For SPH simulations, visualization is typically either based directly on the particle positions or the density field.

For gaseous phenomena such as clouds or smoke, particles are often rendered as semi-transparent spheres with a volumetric texture. The texture of the spheres can be chosen depending on density, temperature, or any other value from the underlying simulation (see for example [FOA03, HBSL03]).

For liquids, the interface of the fluid with the surrounding air or vacuum needs to be computed. The easiest and most common way to generate a surface around the particles is to extract an implicit surface from the density field. [Bli82]. Several variants to this approach have been proposed [ZB05, APKG07]. This isosurface can be rendered directly, for example using raytracing, or extracted using the Marching Cubes algorithm [LC87] or a variant thereof. The resulting triangle mesh can be rendered with standard rendering algorithms, in the case of transparent liquids, raytracing is the preferred solution for high-quality images, while hardware rendering can be used for simpler settings. Figure 5 shows some frames from an SPH fluid simulation result.

6.6. Comparison

A meshless fluid simulation has both advantages and disadvantages over the traditional mesh-based Eulerian approaches.

In general, boundary conditions are easier to enforce in particle-based methods than in Eulerian simulations. Boundary conditions in Eulerian simulation are easiest to implement if they are aligned with the simulation grid used to represent the domain. For performance reasons, these meshes are usually regular grids, thus leading to artifacts when representing boundaries. [FOK05] solve the problem by using adaptive meshes to discretize the simulation domain. [GSLF05] developed a method that couples a Eulerian fluid simulation to thin shells. The same technique could also be used to represent boundary conditions.

In Lagrangian methods, the material itself is discretized, and boundary conditions can be imposed without restrictions. In particular, in particle-based simulations, the boundary condition can be applied to individual particles. For two-way interaction between fluids and other objects, the forces or impulses used to enforce the boundary conditions on the particles can be applied to the boundary [MTHG04].

Another practical difficulty in Eulerian fluid simulations is the surface representation. Usually, the interface is tracked in the velocity field by integration. However, due to integration errors, the total volume of the fluid can change. In practice, this leads to mass loss, especially in thin sheets that cannot be resolved by the simulation grid. In contrast, in an
Figure 5: The bottom row shows four frames of a fluid simulation obtained using the SPH algorithms discussed in this section. The top row shows the corresponding particles in a cross section view. This result is taken from [APKG07].

SPH simulation, mass is carried by the particles, thus mass-preservation is guaranteed.

The flexibility that meshless discretizations offer makes them particularly well-suited for adaptive resampling. Adaptive discretization is beyond the scope of this tutorial and we refer the interested reader to [APKG07, KAG06] for details.

A major disadvantage of SPH simulation especially for fluids like water is the inherent compressibility of the resulting material. In Eulerian simulations, it is relatively easy to enforce incompressibility by solving a global linear system. An analogous method exists for SPH simulation [KO96, PTB03, CEL06]. However, due to the inconsistency of SPH operators, enforcing true incompressibility is hard for SPH methods. In practice, methods that use an auxiliary grid to solve for a divergence-free velocity field [Har64, BR86, ZB05] are more common.

7. Simulating Elastic Materials using MLS Approximations

The previous section discussed how the particle approximation method SPH can be used for the simulation of fluids. In this section we will discuss how the MLS method can be used for animation of elastically deformable objects. The basis of the material in this section was first presented in the graphics community by Müller and co-workers [MKN04], building on recent trends in mechanical engineering [BKO96].

Similar to the particle fluid discretization, we will sample the object’s volume by particles and use a meshless continuum mechanics based model and the discussed MLS method to derive the elastic forces. The absence of explicit connectivity information entails similar advantages as discussed before. Particle resolutions can be easily adapted (e.g., coarsened or refined) during the simulation and therefore large deformations or even fracturing materials are easier to handle. On the downside, meshless methods are computationally more involved, since the particle connectivity is determined at run-time. However, for moderate elastic deformations, the computational burden can be reduced significantly as will be discussed in this section. Also, as will be shown, local caching schemes can be used in the case of fracturing materials.

We will first discuss the elasticity theory and the particle discretization of the governing equations as well as a simple explicit time stepping algorithm for the simulation of elastic solids in Section 7.1. Next, we will discuss two variants for surface deformation in a computer graphics context in Section 7.2. Finally, we discuss in Section 7.3 how plasticity and fracturing effects can be included without much effort.

7.1. Elastic Particle Based Solid Simulation

We start by discussing the continuum elasticity model in the continuous setting and derive how it can be adapted in the discrete setting to allow numerical point-based simulations.

Elasticity Model The continuum elasticity equations de-
scribe how to compute elastic stresses (and thus forces) inside an object given a deformation field. Assume that the undeformed object is defined by the material coordinates \( x = (x_1, y, z)^T \) and that the displacement field is defined as a continuous mapping \( \mathbf{u}(x) = (u, v, w)^T : \mathbb{R}^3 \rightarrow \mathbb{R}^3 \) which defines for each point \( x \) in material coordinates to which point \( \mathbf{x}' = \mathbf{x} + \mathbf{u}(\mathbf{x}) \) in spatial or world coordinates it is displaced (see Figure 6). Note that each of the scalar displacements \( u = u(x, y, z), v = v(x, y, z) \) and \( w = w(x, y, z) \) are function of the material coordinates. The material coordinate system is also often referred to as the reference system. The world coordinate system is often denoted as the displaced or deformed coordinate system.

The elastic strain \( \varepsilon \) is computed from the spatial derivatives of this displacement field \( \mathbf{u}(\mathbf{x}) \). In three dimensions the gradient of the displacement field is a \( 3 \times 3 \) matrix:

\[
\nabla \mathbf{u} = \begin{bmatrix}
    u_x & u_y & u_z \\
    v_x & v_y & v_z \\
    w_x & w_y & w_z \\
\end{bmatrix},
\]

where the index after the comma represents a spatial derivative.

A popular choice in computer graphics is to use Green-Saint-Venant’s nonlinear strain tensor:

\[
\varepsilon = \frac{1}{2}(\nabla \mathbf{u} + \nabla \mathbf{u}^T + \nabla \mathbf{u}^T \nabla \mathbf{u}),
\]

which is a symmetric \( 3 \times 3 \) matrix (i.e., \( \varepsilon^T = \varepsilon \)).

To come to stress \( \sigma \), one can simply use Hooke’s law which states that stress and strain are linearly related:

\[
\sigma = E \varepsilon,
\]

where \( E \) is a \( 3 \times 3 \times 3 \times 3 \) rank four tensor. For isotropic materials, the coefficients of this tensor only depend on Young’s Modulus \( E \) and Poisson’s Ratio \( \nu \) [NMK’05].

The elastic body forces can then be computed via the strain energy density [MKN’04]:

\[
U = \frac{1}{2} \mathbf{u} : \mathbf{\sigma} = \frac{1}{2} \sum_{i=1}^{3} \sum_{j=1}^{3} \varepsilon_{ij} \sigma_{ij}.
\]

The elastic force per unit volume is then computed as the negative gradient of the strain energy density with respect to the displacement field \( \mathbf{u} \) (computed as the directional derivative):

\[
\mathbf{f}^{\text{elastic}} = -\nabla U.
\]

Volume conservation forces are added to avoid undesirable shape inversions

\[
\mathbf{f}^{\text{volume}} = -k_v \nabla \left( \left| \mathbf{I} + \nabla \mathbf{u}(\mathbf{x}) \right| - 1 \right)^2,
\]

with \( k_v \) a user-defined constant.

By applying Newton’s second law of motion, we come to the partial differential equation (PDE) governing dynamic elastic materials:

\[
\rho \frac{\partial^2 \mathbf{x}'}{\partial t^2} = \rho \frac{\partial^2 \mathbf{u}}{\partial t^2} = \mathbf{f}^{\text{elastic}} + \mathbf{f}^{\text{volume}} + \mathbf{f}^{\text{body}},
\]

where \( \rho \) is the material density and \( \mathbf{f}^{\text{body}} \) are external forces such as gravity or collision forces.

Meshless Discretization To discretize the force distribution, the displacement field is approximated using the MLS approximation scheme discussed in Section 3 as

\[
\mathbf{u}(\mathbf{x}) = \sum_i \Phi_i(\mathbf{x}) \mathbf{u}_i,
\]

where \( \mathbf{u}_i \) are the displacement vectors at a discrete set of particles and \( \Phi_i \) are shape functions associated with these particles. In the work of [MKN’04], the particles are sampled uniformly in space over the volume of the object. However, the lack of a consistent mesh and connectivity information also facilitates adaptive sampling as will be discussed below for plastic and fracturing materials.

Discretization of the above PDE is straightforward and MLS approximations are only necessary for the computation of the gradient of the displacement field in the strain equation. Müller et al. [MKN’04] use the first order approximation as given by Eq. 37, however, one can equally well use Eq. 32.

As discussed before, for moderate elastic deformations the computation of the shape functions can be performed only once for each particle in the reference system. This corresponds to using Lagrangian kernels and the shape functions are then a function of the material coordinates, and not a function of the displaced or world coordinates. Thus, in each animation time step, the gradient of the displacement field for a particle can be simply computed by iterating over its neighbors and evaluating the appropriate linear combination.

Simulation Loop The elastic animation framework proceeds in each time step as follows:

\[
\begin{align*}
\mathbf{u}_i & \rightarrow \nabla \mathbf{u}_i \rightarrow \varepsilon_i \rightarrow \mathbf{f}_i \rightarrow \mathbf{u}_i + \Delta t,
\end{align*}
\]

with \( \Delta t \) the time step interval. First, the derivatives of the displacements are computed using the MLS approximation method. This yields elastic strains (Eq. 61) which in turn yield elastic stresses according to Hooke’s law (Eq. 62). From the stresses, one can compute the elastic body forces acting on the particles using Eq. 64 which are then used to integrate the particle positions forward in time using Eq. 66. These new particle positions then define the shape of the deformed object at the beginning of the next time step.

Time integration can be performed using explicit
schemes, if small time steps are taken. However, Müller et al. also provide the tangent stiffness matrix derived from the elastic forces for implicit integration [MKN04].

### 7.2. Surface Animation

The deformation field defined by the particles can be evaluated using the MLS approximation at any point in the particles’ support region. Hence, any explicit surface representation that surrounds the particles can be used. In the following we will limit the discussion to polygon meshes, but the algorithms extend trivially to other surface representations such as point set surfaces. Note that there is no tight coupling between the surface and the deformation field discretization which is important in a computer graphics context where typically one requires a very fine surface resolution, while a coarse deformation field representation is often sufficient to obtain the desired deformable solid behavior.

Deforming the shape’s surface can be done in a straightforward and very efficient manner. We discuss two alternatives that were proposed in the literature.

**Alternative 1** The first approach [AOW08] directly uses the MLS approximation of the displacement field. In a pre-processing step, one has to compute for each vertex \( \mathbf{x} \) the set of particles that have non-zero support at the vertex. Given these particles, the shape functions \( \Phi_i(\mathbf{x}) \) and the gradient of the shape functions \( \nabla \Phi_i(\mathbf{x}) \) are computed using Eq. 27 and Eq. 32 respectively. This computation is done once in material coordinates. During simulation, the deformed vertex position \( \mathbf{x}' \) is computed using Eq. 67 as \( \mathbf{x}' = \mathbf{x} + \mathbf{u}(\mathbf{x}) \). Note that this simply amounts to computing a linear combination of the neighboring particles’ deformation vectors using the precomputed shape functions.

Similarly, the updated (unnormalized) vertex normal \( \mathbf{n}'(\mathbf{x}) \) can be approximated from the local gradient of the deformation field as \( \mathbf{n}'(\mathbf{x}) = \mathbf{n}(\mathbf{x}) + \nabla \mathbf{u}(\mathbf{x}) \mathbf{n}(\mathbf{x}) \). Here, a computational trick reduces the matrix-vector multiplications to scalar-vector multiplications by noting that this expression is equivalent to \( \mathbf{n}'(\mathbf{x}) = \mathbf{n}(\mathbf{x}) + \sum \nabla \Phi_i(\mathbf{x}) \mathbf{n}(\mathbf{x}) \mathbf{u}_i \), where the scalars \( \nabla \Phi_i(\mathbf{x}) \mathbf{n}(\mathbf{x}) \) are constant and can be precomputed. Again, this amounts to adding to the undeformed normal a weighted sum of the displacement vectors \( \mathbf{u}_i \) where the weights are the precomputed \( \nabla \Phi_i(\mathbf{x}) \mathbf{n}(\mathbf{x}) \).

Computing the updated vertex position and normal can be efficiently performed on the GPU as follows. For each vertex \( \mathbf{x} \) the indices to the particle neighbors and the accompanying scalars \( \Phi_i(\mathbf{x}) \) and \( \nabla \Phi_i(\mathbf{x}) \mathbf{n}(\mathbf{x}) \) are stored in GPU texture memory. During animation, the computed particle displacement vectors \( \mathbf{u}_i \) are sent to the graphics board, which is several orders of magnitude smaller than the number of vertices. Using multiple render passes and fragment shaders one can easily compute and write for each vertex its deformation for the position and normal to intermediate texture memory. Then, in a final render pass, the vertex position and normal are computed in a vertex shader using two final texture lookups to retrieve the respective information.

**Alternative 2** Instead of using the MLS approximation at the vertices, Müller et al. [MKN04] propose a different surface animation approach that is less accurate, but avoids the storage of per-vertex shape functions. They reuse the approximation \( \nabla \mathbf{u} \) computed at the particles and derive a first order accurate approximation for the displacement vectors at the surface points:

\[
\tilde{\mathbf{u}}(\mathbf{x}) = \sum_j \tilde{\omega}_{ij} \left( \mathbf{u}_j + \nabla \mathbf{u}(\mathbf{x})^T (\mathbf{x} - \mathbf{x}_j) \right), 
\]

where \( \tilde{\omega}_{ij} = \omega_{ij} / \sum_j \omega_{ij} \) is a normalized compactly supported weighting function evaluated using the distance between the vertex and the respective particle. This alternative surface deformation algorithm avoids the per-vertex storage of precomputed shape functions, but implementing this deformation algorithm on the GPU would require sending more information (the vectors \( \mathbf{u}_j \) and matrices \( \nabla \mathbf{u}(\mathbf{x}_j) \)) to the graphics board. Evaluation also involves more computations as compared to Alternative 1.

Figure 7 illustrates the meshless elasticity animation algorithm.

### 7.3. Extension for Plasticity and Fracturing

The basic elastic simulation framework is extended in [MKN04] to include plastic deformations and in [PKA05] to incorporate fracturing for graphical applications. We first
discuss the extension for plasticity using plastic strain state variables and then discuss how discontinuities in the deformation field are modeled to enable fracture simulation. Finally, adaptive sampling for large plastic deformations and near propagating cracks ensures an adequate sampling density at all times.

**Plasticity** Plasticity effects are easily modeled by using strain state variables $\varepsilon^{\text{pl}}_i$ stored per particle as proposed by [OBH02] and [MKN*04]. The actual strain used for computing the elastic forces is then

$$\varepsilon^{\text{elastic}}_i = \varepsilon_i - \varepsilon^{\text{pl}}_i,$$

where $\varepsilon_i$ is computed using Eq. 61.

At every time step, the plastic strain is updated using following procedure [GP07]

- if $\|\varepsilon^{\text{elastic}}_i\| > \varepsilon^{\text{yield}}$ then $\varepsilon^{\text{pl}}_i \leftarrow \varepsilon^{\text{pl}}_i + c_{\text{creep}} \cdot \varepsilon^{\text{elastic}}_i$
- if $\|\varepsilon^{\text{pl}}_i\| > \varepsilon^{\text{max}}$ then $\varepsilon^{\text{pl}}_i \leftarrow \varepsilon^{\text{pl}}_i / \|\varepsilon^{\text{pl}}_i\|$

A small value for the parameter $c_{\text{creep}}$ gives only little plastic behavior, while a value of 1 immediately absorbs all elastic strain. The parameter $\varepsilon^{\text{max}}$ defines the maximum plastic strain a particle can store.

For large deformations, the reference shape should be updated after each time step while storing the plastic strain state variables:

$$\varepsilon^{\text{pl}}_i \leftarrow \varepsilon^{\text{pl}}_i - \varepsilon_i,$$

$$x_i \leftarrow x_i + \mathbf{u}_i,$$

$$\mathbf{u}_i \leftarrow 0.$$

After doing so, one also has to recompute the shape functions for all the particles. This can make simulating plastic materials expensive, especially when a large number of particles and/or when high order basis functions are used. Note also that highly plastic deformations can result in poor and degenerate particle sampling distributions. Below we will discuss an adaptive sampling strategy that alleviates this problem. An example of plastic deformations is shown in Figure 8.

**Modeling Discontinuities** As is clear from the shape function definition Eq. 27, neighboring particles always interact, as long as they are in each other’s support. Although this is a reasonable assumption when animating elastic materials, this approach is clearly insufficient when animating fracturing materials. Indeed, when a crack propagates through the material, it should cut the interaction between the particles on opposite sides of the crack surfaces. To enable this separation, Belytschko et al. [BLG94] introduced a visibility criterion, where particles can only interact with each other, if the ray connecting the two particle centers does not intersect a boundary surface. The adaptation can be easily made by modifying the weight function to incorporate this visibility criterion (see Figure 9, left). However, considering only this line-of-sight constraint can cause undesirable discontinuities within the simulation domain. This can adversely affect the accuracy of the physical simulation, but also has a significant impact on the smoothness of the displacement field used for surface animation (cf. Section 7.2). Indeed, spatially adjacent vertices can be deformed very differently because a particular simulation particle is visible for one vertex, but not for its neighboring vertex, even though the surface points lie on the same side of the crack. Thus, using the visibility criterion would degrade the surface quality, especially in the neighborhood of propagating cracks.

To alleviate this problem, Pauly et al. [PKA*05] use the
transparency method proposed by Organ et al. [OFTB96] to allow partial interaction of points in the vicinity of the crack front. Suppose the ray between two points \( x_i \) and \( x_j \) (this can be a surface point and a simulation particle or two simulation particles) intersects a crack surface at a point \( x_c \) (see Figure 9, right). Then the weight function \( \omega_{ij} = \omega(\|x_j - x_i\|/h_i) \) is adapted to

\[
\omega'_{ij} = \omega(\|x_j - x_i\|/h_i + (d_s/\kappa h)^2),
\]

(70)

where \( d_s \) is the distance between \( x_i \) and the closest point on the crack front, \( h \) is the average particle spacing in the vicinity of \( x_i \) and \( \kappa \) controls the opacity of the crack surfaces. Effectively, a crack passing between two points lengthens the interaction distance of the points until eventually, in this adapted distance metric, the points will be too far apart to interact.

A comparison between the visibility criterion and the transparency method is shown in Figure 9 and the effect on the weight and shape functions of both methods is illustrated in Figure 10.

Note that the only adaptation which has to be made to the elastic solid animation framework of Section 7.1 for the animation of fracturing materials is the modified distance metric given by Eq. 70. However, this also increases the computational complexity as visibility tests between simulation particles (and surface points) have to be performed and ray-surface intersection tests are necessary to compute the modified transparency weights. However, this additional computational complexity can be reduced significantly by using efficient caching schemes.

As discussed before weight functions are evaluated in the reference (or material coordinate) system. This means that weights between interacting points do not change under deformation. Weights can thus only be affected by propagating cracks. There are two situations where the weight between neighboring points \( x_i \) and \( x_j \) can change. Firstly, if newly added crack surfaces block the line of sight between the previously visible \( x_i \) and \( x_j \). This means that the weight \( \omega_{ij} = \omega_{ij} \) at time \( t \) is modified to a weight \( \omega'_{ij} < \omega_{ij} \) at time \( t + \Delta t \). Secondly, when two points \( x_i \) and \( x_j \) have a transparency weight \( \omega'_{ij} < \omega_{ij} \), i.e., the ray connecting the points is already blocked by a crack surface, crack propagation will alter the distance \( d_s \) (cf. Eq. 70) and change the transparency weight at time step \( t + \Delta t \) to \( \omega'_{ij}(t + \Delta t) < \omega'_{ij}(t) \).

To summarize, transparency weights can only change when a crack surface cuts the line between two neighboring points or when a crack already passing between the two points propagates further away. Typically only a few cracks propagate through the material at a time and only a small number of points are affected. Hence, in each time step only a small number of shape functions have to be re-evaluated. Pauly et al. discuss in detail how the affected points can be identified and updated.

Figure 8 shows the animation of plastic material including fracturing. Figure 12 shows the result of brittle fracturing of a very stiff material. For a detailed discussion on when, where and how to initiate and propagate crack surfaces, we refer to [PKA 05, Ada06, Kei 06].

**Adaptive Sampling** During fracture simulation, the particle sampling needs to be adapted. Without dynamic resampling, frequent fracturing would quickly degrade the numerical stability of the simulation even for an initially adequately sampled model. New particles need to be inserted in the vicinity of the crack surfaces and in particular around the crack front. At the same time, strong deformations of the model can lead to a poor spatial discretization of the simulation volume, which also requires a dynamic adaptation of the sampling resolution. This is particularly important for highly plastic materials, where the deformed shape can deviate significantly from its original configuration. Note of course that resampling due to strong deformations only makes sense when Eulerian kernels are used.

Pauly et al. propose to use a simple local criterion to determine under-sampling at a particle \( x_i \). Let

\[
\Omega_i = \sum_j \frac{\omega'_{ij}}{\omega_{ij}}
\]

(71)

be the normalized sum of transparency weights cf. Eq. 70. Without visibility constraints, \( \Omega_i \) is simply the number of simulation particles in the support of \( x_i \). During simulation \( \Omega_i \) decreases, if fewer neighboring particles are found if the
transparency weights become smaller due to a crack front passing through the solid or due to severe stretching in plastic materials. If \( \Omega \) drops below a threshold \( \Omega_{\text{min}} \) (One typically uses \( \Omega_{\text{min}} = 10 \)), a total of \( \lceil \Omega_{\text{min}} - \Omega_i \rceil \) new particles are inserted using an approach similar to [DC99].

The mass associated with the old particles is distributed evenly among the new ones and their support radius is adapted to keep the overall material density constant. Note that mass will not be strictly preserved locally in the sense that the mass distribution of nodes after fracturing will not precisely match the correct distribution according to the separated volumes created by the fracture surface sheets. However, mass will be preserved globally and the local deviations are sufficiently small to not affect the simulation noticeably (cf. [MBF04]).

To prevent excessive resampling for particles very close to a fracture boundary, particle splitting is restricted by prescribing a minimal support radius. Resampling due to fracturing is triggered by the cracks passing through the solid, similar to adapting the visibility weights. Performing these checks comes essentially for free, since all the required spatial queries are already carried out during visibility computation.

The effect of crack propagation and adaptive upsampling on the shape functions is illustrated for a simple 2D example in Figure 11.

7.4. Summary
This section introduced a particle animation framework based on MLS approximations for the simulation of elastic materials. We showed how the material behavior can be simulated using discrete particles and MLS approximations of the elastic forces. We discussed two alternatives for animating the surface mesh along with the particles and showed how the basic framework can be extended to incorporate the simulation of plasticity and fracturing.

One of the nice properties of this animation approach is that the surface and volume representation are decoupled which allows the animation of highly detailed surfaces without increasing the complexity of the physical representation and simulation. This allows separating visual quality from physical accuracy which is important in computer graphics applications. Müller et al. for example report interaction rates of 27 FPS (on a P4 2.8 GHz laptop) of a model sampled with 200 particles and 10k surface points. This clearly shows the strength of the point-based animation framework: It allows high visual quality with low simulation complexity. Moreover, if a higher surface quality is required, the same animation can be replayed with a high resolution surface wrapped around the simulation points. This is an important feature for example in production environments.

With the addition of plastic materials, the proposed framework allows the animation of a wide range of materials. Moreover, the continuum mechanics based elasticity model has the advantage that the parameters (i.e., Young’s Modulus and Poisson’s Ratio) have a real physical meaning and can thus be looked up in a mechanics text book for example.

The proposed system has a few limitations though. First, the MLS approximation assumes that each particle has enough neighbors in its support at non-degenerate locations. This means that the approach presented in this section does not work for 2D layers (e.g., thin shells) or 1D strings of particles. Other point-based simulation algorithms have been proposed in the computer graphics community for the animation of for example thin shells [WSG05, GLB06].
The absence of connectivity information requires the computation of neighboring particles. When animating moderately elastic materials, static neighborhoods can be used. However, when plastic materials are added, these neighborhoods have to be recomputed in each animation frame because the reference system is adapted and therefore the choice of a proper data structure is of key importance.

The extension to fracturing shows the key strengths of the meshless method. Instead of maintaining a consistent volumetric mesh using continuous cutting and re-structuring of finite elements, the method dynamically adjusts the weight functions based on simple visibility constraints and dynamically adapts the particle distribution where needed by simple resampling.

8. Geometric Modeling using Physical Metaphors

Another application of the MLS particle approximation method was proposed by Adams et al. [AOW*08] for interactive shape deformation modeling and the design of smooth keyframe animations for deformable objects. The modeling applications presented in this section are based on the same physical models as used for the elastic solid simulation of Section 7 and hence result in realistic deformations. We first discuss the shape modeling algorithm and then detail the extension to deformable animation design.

8.1. Shape Deformations

The meshless deformation field representation used for elastic solid simulation, can be equally well used for shape deformation modeling. Energy terms can be defined and optimized that penalize non-rigid deformations and changes in the shape’s volume, while enforcing the user’s input constraints. The resulting deformation framework can be used to interactively model complex shapes. It will also serve as the core component in the deformable animation design framework that we will discuss in Section 8.2.

Again, the object is sampled using a set of particles and the continuous deformation field is found using MLS approximation of the displacements at the particles as

$$\mathbf{u}(\mathbf{x}) = \sum_i \Phi_i(\mathbf{x}) \mathbf{u}_i.$$  (72)

Adams et al. [AOW*08] propose to use a complete linear basis of order $n = 1$ ($\mathbf{p}(\mathbf{x}) = [x \ y \ z]^T$, and $\mathbf{x} = [x \ y \ z]^T$) in the shape function construction. This allows reconstructing rigid motions exactly. Eq. 72 maps every point $\mathbf{x}$ in the undeformed shape to its image $\mathbf{x} + \mathbf{u}(\mathbf{x})$ in the deformed shape. For ease of notation this mapping is denoted in this section as

$$\mathbf{f}(\mathbf{x}) = \mathbf{x} + \mathbf{u}(\mathbf{x}).$$  (73)

Given the above formulation, the goal is to find the particle displacement vectors $\mathbf{u}_i$ so that the resulting continuous deformation field $\mathbf{u}(\mathbf{x})$ (or equivalently $\mathbf{f}(\mathbf{x})$) fulfills desirable properties (see also Figure 13).

Handle Constraints Handle constraints restrict the movement of certain points of the shape. For example, the user may want to fix the legs while pulling one of the arms of the model to deform its shape. Thus, a handle constraint simply states that the deformation field $\mathbf{f}(\mathbf{x}_h)$ should move a given point $\mathbf{x}_h$ to a prescribed target position $\mathbf{x}_h'$. Given a set of $K$ handle constraints ($\mathbf{x}_h, \mathbf{x}_h'$), the energy to minimize is:

$$E_{\text{handle}} = \sum_{k=1}^{K} \| \mathbf{f}(\mathbf{x}_h) - \mathbf{x}_h' \|^2.$$  (74)

Rigidity The deformation field is completely rigid if at all points $\nabla \mathbf{f}^T(\mathbf{x}) \nabla \mathbf{f}(\mathbf{x}) = \mathbf{I}$. Hence, to obtain as-rigid-as-possible shape deformations, following energy should be minimized:

$$E_{\text{rigidity}} = \int_{\mathcal{V}} \| \nabla \mathbf{f}^T(\mathbf{x}) \nabla \mathbf{f}(\mathbf{x}) - \mathbf{I} \|_F^2 d\mathbf{x},$$  (75)

where the integration is over the (undeformed) shape’s volume $\mathcal{V}$ and $\| \cdot \|_F$ is the Frobenius norm. Note the similarity between Eq. 75 and Eq. 61. To facilitate optimization, it is often sufficient to only penalize non-rigid behavior at the particle positions. This leads to the discretized equation

$$E_{\text{rigidity}} = \sum_i V_i \| \nabla \mathbf{f}^T(\mathbf{x}_i) \nabla \mathbf{f}(\mathbf{x}_i) - \mathbf{I} \|_F^2.$$  (76)

Here, $\nabla \mathbf{f}(\mathbf{x}) = \mathbf{I} + \nabla \mathbf{u}(\mathbf{x})$, where $\nabla \mathbf{u}(\mathbf{x})$ is computed using the analytic derivative formula of Eq. 32. The scaling by the particle volume $V_i = 4/3\pi h_i^3$ can be omitted when using uniform particle radii ($h_i = h$). In the following we will directly write down the discretized equation (cf. Eq. 76) and leave out the continuous one (cf. Eq. 75) for the sake of brevity.

Volume Preservation The deformation field preserves the shape’s volume if and only if $\| \nabla \mathbf{f}(\mathbf{x}) \| = 1$ over the whole shape. Thus, the deformed shape’s volume matches its origi-
inal volume as closely as possible if one minimizes
\[ E_{\text{volume}} = \sum_t V_t|\nabla f(x_t)| - 1 |^2. \] (77)

Again, this equation corresponds to the volume preservation force used for elastic solid simulation given in Eq. 65.

The optimal deformation field \( f(x) \) can now be found by minimizing the total sum of constraint energies:
\[ E = \lambda_1 E_{\text{handle}} + \lambda_2 E_{\text{rigidity}} + \lambda_3 E_{\text{volume}}, \] (78)
where the parameters \( \lambda_1, \lambda_2 \) and \( \lambda_3 \) vary the contribution of each of the different constraints. It can be easily seen from Eq. 74, Eq. 76 and Eq. 77 that \( E \) is a multivariate polynomial of total degree 6 in the unknowns (the particle displacements \( u_i \)). Minimizing Eq. 78 hence requires a non-linear solver. Note however, that taking analytic derivatives with respect to the unknowns is straightforward.

Adams et al. also discuss a particle sampling algorithm that distributes particles uniformly over the shape’s volume and defines the coupling between the particles by computing distances within the shape instead of using simple Euclidean distances. During interactive modeling, the surface is deformed on the GPU using Alternative 1 described in Section 7.2. Even though the resulting optimization problem is non-linear, interactive deformations for highly detailed geometric shapes are possible on standard hardware.

An example of a deformation of a high resolution dragon model is shown in Figure 14.

8.2. Deformable Shape Motions

The shape modeling framework can be easily extended into an animation design framework for deformable objects. In such a framework, the user specifies keyframe poses and the algorithm computes an optimal interpolatory deformable motion, while satisfying certain constraints such as shape preservation and collision avoidance. Again, by sampling the deformation field only at a sparse discrete number of time instances and by using the meshless shape approximation scheme of Section 3, a continuous time dependent deformation field is obtained over the whole time interval. An adaptive temporal sampling strategy limits the number of unknowns and allows rapid motion path modeling.

Each particle \( x_i \)'s motion path is now sampled at \( T \) discrete times \( t_j \), and defined by the deformation vectors \( u_{ij} \) (see Figure 15). These discrete time representations are called frames. If each frame was treated separately, the deformation at \( x \) would be represented using Eq. 72 as
\[ u_i(x) = \sum_t \Phi(t) u_{ij}. \] (79)

By assigning a support radius \( h_i \) to each frame \( t_i \), we can obtain a smooth time dependent deformation at position \( x \) and time \( t \) by MLS approximation over the neighboring frames
\[ u(x,t) = \sum_j T \Phi(t) u_{ij}. \] (80)

Here the shape functions are one-dimensional and defined over the time domain. Second order consistency is obtained by using the complete polynomial basis \( p(t) = [1 t t^2] \). This allows reconstructing most deformable motions with only a small number of frames.

Substituting Eq. 79 in Eq. 80 yields the final expression
\[ u(x,t) = \sum_{j=1}^T \Phi(t) \sum_i \Phi_i(x) u_{ij}. \] (81)

Hence, the deformation at position \( x \) at time \( t \) is a linear combination of the deformations \( u_{ij} \) of the spatially neighboring particles \( x_j \) at neighboring frames. These particle deformations are the unknowns that are solved for.

Note that space and time are decoupled and separate MLS shape functions are used to approximate the displacement field within the shape and to define the continuous displacement field over time.

Within a frame \( t_j \), the rigidity and volume preserving penalties as defined before for the shape modeling algorithm are used. To solve for a temporally changing deformation field, additional constraints are added (see also Figure 16).

Keyframes The user can specify the desired position for the shape at certain keyframe times \( t_k, k \in 1 \ldots K \). Keyframes are typically defined at the beginning and end of a motion, but can also constrain shape poses at intermediate times. These keyframes are converted into handle constraints by specifying one handle constraint for each particle in each keyframe. Note that the user can specify the shape in a keyframe in a deformed pose or can only constrain a subset of the shape in a keyframe. The resulting energy function is denoted as \( E_{\text{keyframe}} \) in the following.
The goal is to find a smooth motion of the deformable shape that interpolates the keyframes. The continuous time dependent deformation field is defined from the frames as $u(x,t) = \sum_{j=1}^{T} \sum_{i} \Phi_{j}(t) \Phi_{i}(x) u_{i,j}$, where the unknowns $u_{i,j}$ are the nodal displacements we will solve for. There is one displacement vector $u_{i,j}$ for each particle $i$ in each frame $t_j$.

Velocity Constraints Along with specifying the shape’s keyframe poses, the user can specify a velocity $v_{k}$ that the deformation field should satisfy at the keyframes $t_{k}$. This velocity should match the temporal derivative of the shape’s deformation field at time $t_{k}$, for all points in the shape. For all keyframes together and discretized at the particles, this gives the constraint

$E_{\text{velocity}} = \sum_{k=1}^{K} \sum_{i} V_{i} \left| \frac{\partial u}{\partial t} (x_{i}, t_{k}) - v_{k} \right|^2. \quad (82)$

The analytic time derivatives of the deformation field are computed from the shape function’s time derivatives $\partial \Phi_{j}(t)/\partial t$ using Eq. 30.

Acceleration To obtain smooth motion, the shape’s acceleration is bounded. Very similar to the above velocity constraint this yields the energy penalty

$E_{\text{acceleration}} = \sum_{j=1}^{T} \sum_{i} h_{j} V_{i} \left| \frac{\partial^2 u}{\partial t^2} (x_{i}, t_{j}) \right|^2, \quad (83)$

where $h_{j}$ is the support radius of frame $t_{j}$. The second derivatives of the displacement field with respect to time can be computed analytically by computing $\partial^2 \Phi_{j}(t)/\partial t^2$ as detailed in [FM03]. Note again that the resulting expression for the acceleration is a simple linear combination of the particle displacements, i.e., the unknowns $u_{i,j}$.

Obstacle Avoidance A final penalty function prevents penetration of the deforming object with possible obstacles in the scene. Assuming that obstacles can be represented by a (time dependent) distance field $d(x,t)$ and that a point $x$ is penetrating at time $t$ if $d(x,t) \geq 0$, the following collision avoidance energy is obtained

$E_{\text{obstacles}} = \sum_{j=1}^{T} \sum_{i} h_{j} V_{i} \int d^{2}(f_{i}(x_{i}, t_{j}), t_{j}), \quad (84)$

where $f_{i}(x_{i}, t_{j}) = x + u(x_{i}, t_{j})$. Note that although this energy penalizes collisions for the particles at the frames, it does not prevent collisions of all points at all times. To prevent artifacts rising from only constraining the particles, the particles are fattened to spheres (by using their support radii $h_{i}$) and constrained to be outside the obstacles (hence, $d(f_{i}(x_{i}, t_{j}), t_{j}) + h_{i}$ is used instead of $d(f_{i}(x_{i}, t_{j}), t_{j})$ in the above equation). If the union of these spheres covers the whole shape, this adequately prevents penetrations at the frames $t_{j}$. However, nothing restricts the shape from colliding with obstacles at other time instances, as the interpolation scheme is collision oblivious. Adaptive temporal sampling solves this issue and will be explained below.

Given the discrete spatial and temporal sampling, the optimal time dependent deformation field $f(x,t) = x + u(x,t)$ can now be found by minimizing the total energy

$E = \lambda_{1} E_{\text{keyframe}} + \lambda_{2} E_{\text{rigidity}} + \lambda_{3} E_{\text{volume}} + \lambda_{4} E_{\text{velocity}} + \lambda_{5} E_{\text{acceleration}} + \lambda_{6} E_{\text{obstacles}}, \quad (85)$

where $\lambda_{1}$ to $\lambda_{6}$ are again parameters to modify the contribution of the various constraints. Similar to the energy function of Eq. 78, the above equation is a polynomial of total degree 6 in the unknown nodal displacements $u_{i,j}$.

We now discuss how the deformation field is temporally discretized by iteratively creating and solving for new frames.

Adaptive Temporal Sampling In the (single frame) deformation modeling part, the total number of unknowns to solve for is $3NT$, where $N$ is the number of particles. In the motion planning setting, the total number of unknowns multiplies to $3NT$, where $T$ is the number of frames. To keep this number sufficiently low, Adams et al. propose an adaptive time sampling strategy that introduces frames iteratively in problematic regions. Initially, all frames $t_{j}$ correspond to keyframes.
specified by the user. The displacement field is optimized as discussed above and the error is evaluated at a dense number of frames in between the frames \( t_j \) (typically evaluation is done at 10 intermediate frames). A new frame \( t_j \) is introduced at the time instance \( t_{\text{max}} \) where the error is maximal. The algorithm then proceeds by solving again and iterating until a desired accuracy is obtained. When a new frame is introduced at time \( t_{\text{max}} \), the particle deformation vectors at the new frame are initialized as \( u_{t_{\text{max}}} = \sum_{j=1}^{J} \Phi_j(t_{\text{max}}) u_{t_j} \). This yields a good initial guess for the subsequent solve.

The proposed adaptive sampling strategy greatly reduces the number of unknowns and introduces frames only at problematic regions, for example when there is high acceleration, or when the deforming shape is penetrating an obstacle. Thanks to the second order consistency in the temporal shape functions \( \Phi_j(t) \), most motions can be represented by only a very low number of frames. The frames’ support radii \( h_j \) (and hence weight functions \( \omega_j(t) \)) are adapted to the frame spacing to ensure that every time instance \( t \) is covered by at least 3 neighboring frames. This guarantees non-singular moment matrices and safe computation of the temporal shape functions. If only two frames are present, simple linear interpolation defines the shape’s deformation field.

An example of interpolated motion of a deformable object is shown in Figure 17.

### 8.3. Summary

This section presented a framework and algorithms for interactive shape and motion modeling. Using energies derived from physical metaphors similar to the forces used for elastic solid simulations, realistic shape deformations are obtained. A particle discretization and the approximation using the MLS method enables interactivity as it allows using only few particles to adequately deform high resolution surfaces.

The shape modeling framework is easily extended to a motion planning or keyframe interpolation algorithm for deformable objects, by using the MLS approximation to interpolate between adjacent frames. Note that this is the only application presented in this tutorial that uses a particle approximation scheme where the domain is time and not the Euclidean space. A drawback of using the MLS approximations to interpolate motion is that, contrary to translations, rigid rotations are not recovered exactly. Indeed, even though a quadratic basis is used, rotations cannot be represented using simple polynomials in time.

### 9. Conclusion

This tutorial treated meshless methods for animation and modeling. In order to offer a principled and comprehensive perspective on the material, we have first introduced the function approximation methods that form the foundation of these methods, before discussing their applications in computer graphics. We have seen how the requirements of the simulation determine the choice of approximation methods: fluid simulation requires frequent recomputation of the neighborhood structure and shape functions, and a low-cost, low-accuracy approximation like SPH appears optimal. Conversely, continuum elasticity requires the reconstruction of linear functions, and therefore demands the more accurate MLS approximation.

Similarly, the choice of approximation method influences the simulation algorithm. The most striking example of this is the near-universal absence of mesh-based Lagrangian fluid simulations form the graphics literature. Since fluids are often highly turbulent, permanently recomputing the mesh...
structure is impractical, and mesh-based fluid simulations
discretize the embedding space instead. The same holds for
elasticity computations: Since meshless sampling makes it
easy to resample, adaptive sampling is much more attractive
for meshless methods.

When approaching a problem in simulation or modeling,
it is a good idea to analyze the problem and consider which
advantages and problems a solution using both mesh-based and
meshless approaches might have. Meshless approaches
require only the neighborhood graph, which is easy to com-
pute and maintain. Resampling or topological changes in the
material that require restructuring the neighborhood infor-

mation are therefore relatively simple operations in a mesh-
less setting. On the other hand, mesh-based approaches of-
fer significantly more mathematical structure to be exploited
by the function approximation mechanism. Examples are the
consistency of differential operators (for fluid simulation) or
the exact conservation of integral properties (for continuum
elasticity). Sometimes, careful consideration might lead to a
hybrid technique combining the strength of both approaches,
successful examples of this are the PIC and FLIP techniques
for incompressible SPH [Har64, BR86, ZB05], or the par-
ticle level set techniques for interface tracking in Eulerian
fluid simulations [EMF02, ELF05].

We hope to have given the reader a useful introduction to
meshless methods in computer graphics.

Appendix A: SPH Kernel Functions

A good polynomial kernel function has been introduced in
[MCG03], here shown normalized for use in three dimensions:

$$\omega_h(d) = \begin{cases} 
\frac{315}{\pi^{3/2}h^3} \left(1 - \frac{d^2}{h^2}\right)^3 & d < h, \\
0 & \text{otherwise}.
\end{cases} \quad (86)$$

This since $d$ is only used squared, (86) can be evaluated
without using a square root. The first and second derivatives are:

$$\omega'_h(d) = \begin{cases} 
-\frac{945}{32\pi h^2} \frac{d}{h} \left(1 - \frac{d^2}{h^2}\right)^2 & 0 < d < h, \\
0 & \text{otherwise},
\end{cases} \quad (87)$$

$$\omega''_h(d) = \begin{cases} 
\frac{945}{32\pi h^2} \frac{1}{h^2} \left(1 - \frac{d^2}{h^2}\right) \left(5\frac{d^2}{h^2} - 1\right) & d < h, \\
0 & \text{otherwise}.
\end{cases} \quad (88)$$

For function approximation in 2D, the normalization has to
be adjusted, yielding:

$$\omega_h(d) = \begin{cases} 
\frac{4}{\pi h^3} \left(1 - \frac{d^2}{h^2}\right)^3 & d < h, \\
0 & \text{otherwise},
\end{cases} \quad (89)$$

with derivatives

$$\omega'_h(d) = \begin{cases} 
-\frac{24}{\pi h^2} \frac{d}{h} \left(1 - \frac{d^2}{h^2}\right)^2 & 0 < d < h, \\
0 & \text{otherwise},
\end{cases} \quad (90)$$

$$\omega''_h(d) = \begin{cases} 
\frac{24}{\pi h^2} \left(1 - \frac{d^2}{h^2}\right) \left(5\frac{d^2}{h^2} - 1\right) & d < h, \\
0 & \text{otherwise}.
\end{cases} \quad (91)$$

[MCG03] also introduce a spiky kernel $\hat{\omega}_h(d)$ to avoid clumping in low resolution fluid simulations. Its gradient
does not go smoothly to zero at $d = 0$, thus preventing a
force-free state in which particles clump at a single position.
For 3D simulation, it is given by

$$\hat{\omega}_h(d) = \begin{cases} 
\frac{15}{\pi h^3} \left(1 - \frac{d^2}{h^2}\right)^3 & d < h, \\
0 & \text{otherwise},
\end{cases} \quad (92)$$

with first and second derivatives

$$\hat{\omega}'_h(d) = \begin{cases} 
-\frac{45}{\pi h^2} \frac{1}{h} \left(1 - \frac{d^2}{h^2}\right)^2 & 0 < d < h, \\
0 & \text{otherwise},
\end{cases} \quad (93)$$

$$\hat{\omega}''_h(d) = \begin{cases} 
\frac{90}{\pi h^2} \left(1 - \frac{d^2}{h^2}\right) & d < h, \\
0 & \text{otherwise}.
\end{cases} \quad (94)$$

In 2D, the normalization yields

$$\omega_h(d) = \begin{cases} 
\frac{10}{\pi h^2} \left(1 - \frac{d^2}{h^2}\right)^3 & d < h, \\
0 & \text{otherwise},
\end{cases} \quad (95)$$

with first and second derivatives

$$\omega'_h(d) = \begin{cases} 
-\frac{30}{\pi h^2} \frac{1}{h} \left(1 - \frac{d^2}{h^2}\right)^2 & 0 < d < h, \\
0 & \text{otherwise},
\end{cases} \quad (96)$$

$$\omega''_h(d) = \begin{cases} 
\frac{60}{\pi h^2} \frac{1}{h^2} \left(1 - \frac{d^2}{h^2}\right) & d < h, \\
0 & \text{otherwise}.
\end{cases} \quad (97)$$
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