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Abstract—Cooperative communication (CC) for wireless networks has gained a lot of recent interests. It has been shown that CC has the potential to significantly increase the capacity of wireless networks, with its ability of mitigating fading by exploiting spatial diversity. However, most of the works on CC are limited to single radio wireless network. To demonstrate the benefits of CC in multi-radio multi-hop wireless network, this paper studies a joint problem of multi-radio cooperative routing and relay assignment to maximize the minimum rate among a set of concurrent communication sessions. We first model this problem as a mixed integer programming (MIP) problem and prove it to be NP-hard. Then we propose a centralized algorithm and a distributed algorithm to solve the problem. The centralized algorithm is designed within a branch-and-bound framework by using the relaxation of the formulated MIP, which can find a global \((1 + \varepsilon)\)-optimal solution. Our distributed algorithm includes two sub-algorithms: a cooperative route selection sub-algorithm and a fairness-aware route adjustment sub-algorithm. Our simulation results demonstrate the effectiveness of the proposed algorithms and the significant rate gains that can be achieved by incorporating CC in multi-radio multi-hop networks.

I. INTRODUCTION

In recent years, we have seen significant research interests in exploiting cooperative communications (CC) over distributed antennas to improve the transmission performance [1]. Taking advantage of the broadcast nature of wireless channels, one or more neighboring nodes can serve as relays and forward overheard packets from a sender to its target receiver, which can combine multiple copies of the packet to decode the original one. Therefore, by exploiting the inherent spatial and multi-user diversities, the cooperative communication technique can efficiently improve the network performance. This makes cooperative communications an emerging technique for future wireless networks.

Existing studies on CC are mostly based on the single radio networks [2]–[14]. With the constant reduction of hardware cost and the availability of cheap, off-the-shelf commodity hardware equipped with multiple radios, more and more wireless devices are equipped with multi-radio communication interfaces. This not only brings in the extra capacity gain for a single device and a wireless network formed with multi-radio nodes, but also creates more opportunities for cooperative communications. Although promising, there are very limited studies on exploiting the multi-radio capabilities for flexible cooperative communication to improve the multi-radio multi-hop wireless network performance.

This paper intends to provide some design guideline and demonstrate the benefits of CC in multi-radio multi-hop wireless networks. The existence of multi-radio devices in the network allows for more transmission opportunities and flexibilities, but also leads to more challenges in network design, especially the enabling of cooperative communications in multi-radio multi-hop networks.

With more radio interfaces, a node in the network can act not only as a cooperative relay for CC but also a transmission relay for multi-hop packet forwarding. The first challenging issue is how to assign relay nodes (either for CC or as a multi-hop relay) for each session. Fig. 1 shows examples of cooperative communication with each node equipped with two radios, where the dashed lines represent cooperative transmissions. In Fig. 1(a), the node \( r \) could use one radio as cooperative relay for session \( s_1 \rightarrow d_1 \), and the other radio as cooperative relay for session \( s_2 \rightarrow d_2 \). In Fig. 1(b), the node \( r \) could use one radio as cooperative relay for session \( s_2 \rightarrow d_2 \), and the other radio as a multi-hop relay for session \( s_1 \rightarrow d_1 \).

The capability for a node or a radio interface to serve as two different types of relay makes multi-radio cooperative routing and relay node assignment inter-dependent. The second challenging issue is how to solve the coupled multi-radio routing problem and relay assignment problems optimally together while taking into account the wireless interference arisen from both direct transmission and cooperative communication.

![Fig. 1. CC in multi-radio multi-hop wireless network.](image-url)
To address the above challenging issues, the aim of this work is to solve a joint problem of multi-radio cooperative routing and relay assignment to understand the benefits of applying CC in multi-radio multi-hop wireless networks. Compared to conventional single-radio CC studies, the introduction of multi-radio nodes significantly increases the flexibility in relay selection thus the performance gain as demonstrated in our performance evaluations. However, this also makes the problem much harder to solve. The objective of our work is to maximize the minimum rate among a set of concurrent communication sessions to increase the transmission fairness by considering the opportunities brought by cooperative communications and the limitation of the number of radios at network nodes. Our contributions can be summarized as follows:

- We first model the problem as a mixed integer programming (MIP) problem and prove it to be an NP-hard problem.
- To efficiently solve the problem, we propose a distributed algorithm with two steps. In the first step, an interference-aware cooperative route selection algorithm is proposed to select an optimal routing path with the maximum capacity for each newly arrival session. In the second step, a fairness-aware algorithm is proposed to adjust the path locally around the link overloaded with transmissions from multiple sessions.
- For performance reference, based on the relaxation of the formulated MIP, we propose a centralized algorithm within a branch-and-bound framework to provide an effective global \((1 + \varepsilon)\)-optimal solution where \(\varepsilon\) is a desired approximation error bound.

We have carried out extensive simulations to evaluate the performance of our proposed algorithms. The simulation results demonstrate the effectiveness of our algorithms and the significant rate gains that can be achieved by incorporating CC in multi-radio multi-hop networks.

The rest of this paper is organized as follows: Section II presents related work. Section III describes the system model. In Section IV, we model this problem as a mixed integer programming (MIP) problem and prove it to be a NP-hard problem. We propose a distributed algorithm and a centralized algorithm to solve the problem in Section VI and Section V, respectively. Section VII presents simulation results to demonstrate the rate gains that can be achieved by exploiting CC in multi-radio multi-hop wireless networks. We conclude this paper in Section VIII.

II. RELATED WORK

We are not aware of any other work that concurrently considers interference aware cooperative routing and relay assignment for performance enhancement in multi-radio multi-hop wireless networks. Following we review some literature work that has certain parts relevant to our work.

A. Cooperative Communications

Cooperative communication is a physical layer technique. Built upon the work at the physical layer [15]–[19], applications and network protocols have mushroomed in single-radio wireless networks recently, either single-radio single-hop network [2]–[7] or single-radio multi-hop network [8]–[14].

The research focus of CC in single-radio single-hop wireless network is on the selection of the relay for a source-destination pair and resource allocation for the selected relay. In [2], Cai et al. study the problem of relay selection and power allocation, first over a simple network with only one source node, and then extending to the multiple-source case. In [3], the authors propose a distributed buyer/seller game theoretic framework over multiuser CC networks to stimulate cooperation and improve the system performance. In [4], Shi et al. study the relay assignment problem such that the minimum capacity among all source nodes is maximized. They propose an optimal polynomial time algorithm to solve the problem. Following this work, the authors in [5] study the relay assignment problem with interference mitigation. Aiming at maximizing network throughput with proportional fairness, the authors in [6] have investigated the joint relay selection and link scheduling problem in a relay-assisted wireless cellular network. The work in [7] targets to solve the relay assignment problem for maximizing the total capacity of all pairs in a more general sense where multiple source nodes can share same relay node.

However, the above studies for single-radio single-hop wireless network cannot be easily extended to a multi-hop wireless network.

There are some studies of CC in single-radio multi-hop wireless network. In [8], Khandani et al. study a minimum energy routing problem in a static wireless network and develop a dynamic-programming-based algorithm for finding the optimal route in an arbitrary network. However, their approach is limited to single session as opposed to multiple sessions that we have considered in this paper. In [9], Edmund et al. consider cooperative relay networks with multiple stochastically varying sessions, which may be queued within the network. Throughput optimal network control policies are studied that take into account queue dynamics to jointly optimize routing, scheduling and resource allocation, with the solutions constrained to the special case of parallel relay networks. The papers [10]–[12] propose heuristics schemes that first develop routing solutions to find a primary path, and then consider relay node assignment for CC according to the primary path. However, these solutions decouple routing and relay assignment, which makes the path found far from the optimal one.

In [13], the authors propose a distributed cooperative routing algorithm to construct a minimum-power route to guarantee certain throughput. In [20], the authors define a bandwidth and power aware cooperative multi-path routing problem over wireless multimedia sensor networks, and propose a polynomial-time heuristic algorithm to solve the problem. In [14], to illustrate the benefits of CC in multi-hop wireless networks, the authors solve a joint optimization problem of relay node assignment and flow routing for concurrent sessions.

The above results are restricted to a single-radio network. The presence of multi-radio nodes provides more opportunities for network capacity enhancement, with the radios possibly
forwarding packets in the normal routing path or serving as relays for cooperative communications. The determination of the optimal functions for the radios is a challenging problem and has very limited work. Only the work in [21] studies CC in multi-radio multi-hop networks. It proposes a channel-on-demand mathematical model to maximize the capacity, and provides an optimal interface assignment algorithm for real-time flows. Different from our work in this paper, however, the approach proposed is run with the assumption that the routing path is given.

Therefore, current work on cooperative communications for multi-radio multi-hop wireless communication is very limited, which is the main focus of this paper.

Despite the wide interests, cooperative communications can lead to increased interference, which results in transmission conflicts and data retransmission and consequently network performance degradation [22]. The interference problems have been noticed and studied by only a limited number of researchers [7], [23], [24]. Yang et al. [7] point out that the co-channel interference has become a prominent issue to apply cooperative communication techniques in wireless networks. Zhang et al. [24] further show that the performance degradation as a result of co-channel interference largely impacts the performance of multi-hop wireless networks.

Li et al. [25] study an energy and spectrum efficient cooperative communication problem in a one-hop multi-channel wireless network. The objective of the work is to find the optimal transmission power, relay assignment, and channel allocation such that the rate requirements of all users are satisfied and the total energy consumption is minimized. Although the network has multiple channels, each node is assumed to have only a single radio and can only access one channel at a time.

Considering only a simple network model, the solutions of [7], [22]–[25] are difficult to be extended to multi-radio multi-hop wireless networks to achieve the cooperative diversity gain in the presence of wireless interference.

B. Multi-radio Technique

Many studies [26]–[30] have been made to exploit multi-radio and multi-channel (MRMC) technique to combat the increased co-channel interference for higher network capacity. With multiple wireless radios (i.e., network interface card (NIC)), nodes within a neighborhood can send data through orthogonal channels without transmission conflicts, which leads to efficient spectrum utilization and increases the actual bandwidth available to the network.

Different from the above work which only considers conventional one-to-one direct transmission, cooperative communications can potentially improve the network performance by exploiting many-to-one transmissions to mitigate fading. The techniques proposed for direct transmissions can not be easily applied in cooperative wireless networks to achieve the cooperative diversity gain.

As a multi-radio technique, MIMO can achieve spatial diversity by employing multiple transmitter-receiver radio interfaces, which has attracted lots of interest recently [31]–[34]. The work in [31], [32] exploits the use of cooperative relay transmission in a MIMO-based ad hoc network to cope with harsh channel condition, while authors in [33] propose to deploy MIMO nodes as relays to assist weak links in wireless networks with the aim of reducing the number of relay nodes and providing performance provisioning. These efforts target to solutions at MAC layer scheduling and for deployment respectively without considering the routing. A node equipped with multiple radios does not ensure the node to form MIMO array and enjoy the MIMO benefits. Therefore, multi-radio communications and MIMO communications have been different research thrusts in the community.

To the best of our knowledge, this is the first work to demonstrate the benefits of CC in multi-radio multi-hop wireless networks. This paper considers a joint problem of interference-aware cooperative routing and relay node assignment, and proposes both centralized and distributed algorithm to solve the problem.

III. SYSTEMS MODEL

A. Network Scenario

We consider a multi-radio multi-channel multi-hop wireless network with \( n \) nodes contained in a set \( N \), where each node is equipped with one or multiple wireless radios. There are multiple concurrent sessions in the network, denoted by a set \( F = \{ f_1, f_2, \ldots, f_J \} \) of \( J \). A session \( f_i(s_i \rightarrow d_i) \) goes through the source node \( s_i \) and the destination node \( d_i \), and the data for each session may traverse multiple hops in the network.

We assume that there are a total of \( l \) orthogonal channels in the network, denoted by \( C = \{ ch_1, ch_2, \ldots, ch_l \} \), and there is no inter-channel interference. The set of working channels assigned to node \( i \) is denoted as \( C_i \). Due to the interference constraints, there is no capacity benefit to assign two radios of a node with the same channel.

There are two types of relay nodes on a path from the source to the destination of a session. The first type is Cooperative Relay (CR) which is used for CC purpose (i.e., node \( r_7 \) of session 2 in Fig. 2). The second type is multi-hop Relay (MR) which operates at the network layer to relay the packets from a source over multiple hops to its destination (i.e., \( r_6 \) of session 2 in Fig. 2).

A node with multiple radios can serve as both CR and MR for multiple sessions. Similarly, a source node (or a destination node) can serve as a CR or MR for other sessions, and a single CR node can serve more than one session.

In the example of Fig. 2, there are three communication sessions. The dashed line represents a relay path through a CR relay node which serves for the purpose of cooperative communication while the solid line represents the normal data transmission path, and a node on the path serves as an MR. A relay node with multiple radios can serve for multiple sessions and act in different roles (CR or MR) in different sessions. For example, node \( r_3 \) is the CR of both session 1 and session 2, while node \( r_4 \) is the CR of session 3 and is also used as an MR for the session 2. The node \( r_5 \) is used as MR to carry traffic for both sessions 1 and 3.
B. Two Kinds of Transmission Modes

There are two transmission modes between any two nodes in the network considered, direct transmission (DT) and cooperative transmission. A direct transmission is carried directly between two neighboring nodes i and j over one link, where node i is the sender and node j is the receiver (i.e., \( s_1 \rightarrow r_2 \) in Fig. 2). The cooperative transmission between two nodes \( x \) and \( z \) involves three links \( (x, y) \), \( (x, z) \), and \( (y, z) \), where the relay node y acts as a CR relay for the transmission between \( x \) and \( z \) (i.e., \( r_2 \rightarrow r_3 \) in Fig. 2, where \( r_3 \) is the CR relay).

Fig. 3 shows a three-node CC model. In the cooperative transmission, a collaborative neighbor \( r \) overhears the signal from the source \( s \) to the destination \( d \) and forwards it to \( d \). \( d \) combines two signal streams, \( s \rightarrow d \) and \( r \rightarrow d \) into a single stream that has a higher resistance to channel fading and noise and hence a higher probability of being successfully decoded.

A recent study [35] shows that the diversity gain achieved by exploiting multiple relay nodes is marginally higher than the diversity gain achieved by selecting the best relay. Therefore, we consider each hop of a session can select at most one relay node for CC as done in other related work [13], [14], [25].

The mechanism to accomplish CC is not unique. Between \( s \) and \( d \) under CC, there are two typical cooperative transmission modes including amplify-and-forward (AF) and decode-and-forward (DF) modes [36]. In [37], authors describe and compare the capacity of different cooperative transmission protocols and show that the AF-RAKE-based cooperative transmission protocol can achieve the maximum capacity. In AF-RAKE, after receiving signals from \( s \), \( r \) amplifies and forwards them to \( d \) without demodulation or decoding, \( d \) uses a RAKE receiver to combine both signal streams of \( s \) and \( r \). The achievable rate under AF-RAKE mode between \( s \) and \( d \) with \( r \) as the relay [37] is given by

\[
C(s, d, r, CC) = W * I_{AF}(s, d, r),
\]

where

\[
I_{AF}(s, d, r) = \log_2(1 + SNR_{sd} + \frac{SNR_{sr} * SNR_{rd}}{SNR_{sr} + SNR_{rd} + 1})
\]

\[
SNR_{sd} = \frac{P_s}{\sigma_d^2}|h_{sd}|^2, SNR_{sr} = \frac{P_s}{\sigma_r^2}|h_{sr}|^2, SNR_{rd} = \frac{P_r}{\sigma_d^2}|h_{rd}|^2.
\]

IV. PROBLEM DESCRIPTION

In multi-flow multi-radio multi-hop wireless networks, a relay node with multiple radios can be shared and serve for multiple sessions, as shown in Fig. 1. A challenging problem is how to efficiently assign relay nodes for each session while taking account of wireless interference from both direct transmission and cooperative communication.

In our problem formulation, we will jointly consider cooperative routing and relay assignment under three types of constraints: the constraint on relay nodes, the constraint on flow routing, and the constraint on link capacity. Following we first introduce the constraints.

Let a binary variable \( A_{uw}^k \) denote whether there is a link \( u \rightarrow v \) through the channel \( ch_k \). For direct communication, the receiver \( v \) needs to be within the communication range of the sender \( u \), with \( u \) and \( v \) sharing a common channel:

\[
A_{uw}^k = \begin{cases} 
1 & v \in N(u) \text{ and } k \in C_u \cap C_v, u \neq v \\
0 & \text{otherwise}
\end{cases}
\]

where \( N(u) \) denotes the one-hop neighbor set of node \( u \).

We consider the three links for cooperative communication (i.e., from the sender to the receiver, from the sender to the relay, and from the relay to the receiver) as a virtual cooperative link, with the sender, relay, and the receiver assigned with a common channel. A binary variable \( B_{uw}^{vk} \) denotes whether there is a virtual cooperative link \( u \rightarrow v(w) \) through the channel \( ch_k \) and the relay \( w \):

\[
B_{uw}^{vk} = \begin{cases} 
1 & v \in N(u) \text{ and } w \in N(u) \cap N(v) \\
0 & k \in C_u \cap C_v \cap C_w, w \neq u, w \neq v, u \neq v, w \neq v \text{ otherwise}
\end{cases}
\]

We further define a binary variable \( y_{juw}^k \) to denote whether or not a direct link \( u \rightarrow v | ch_k \) is selected by the session \( j \):

\[
y_{juw}^k = \begin{cases} 
1 & \text{link } u \rightarrow v | ch_k \text{ is selected by session } j \\
0 & \text{otherwise}
\end{cases}
\]
Similarly, we define a binary variable \( x_{j,v}^{uk} \) to indicate whether or not a virtual cooperative link \( u \rightarrow v(w) | ch_k \) is selected by session \( j \):

\[
x_{j,v}^{uk} = \begin{cases} 
1 & \text{link } u \rightarrow v(w) | ch_k \text{ is selected by session } j \\
0 & \text{otherwise}
\end{cases}
\]

(8)

A. Constraint on Relay Nodes

For each hop \((u,v)\), node \(u\) can transmit data to node \(v\) through either direct transmission or cooperative transmission:

\[
\sum_{w \in C_u} x_{j,u,v}^{uk} + y_{j,v,w}^{pk} \leq 1 \quad (j \in F, k \in C)
\]

(9)

B. Constraint on Flow Routing

Given a session, a direct link is formed between only one transmitter and one receiver:

\[
\sum_{k \in C_u \cap C_v} \sum_{u \in N} y_{j,u,v}^{pk} \leq 1 \quad (j \in F, v \neq s_j)
\]

(10)

\[
\sum_{k \in C_u \cap C_v} \sum_{v \in N} y_{j,u,v}^{pk} \leq 1 \quad (j \in F, u \neq d_j)
\]

(11)

Similarly, a virtual cooperative link is also formed between one transmitter and one receiver:

\[
\sum_{k \in C_u \cap C_v} \sum_{u \in N} x_{j,u,v}^{uk} \leq 1 \quad (j \in F, v \neq s_j)
\]

(12)

\[
\sum_{k \in C_u \cap C_v} \sum_{v \in N} x_{j,u,v}^{uk} \leq 1 \quad (j \in F, u \neq d_j)
\]

(13)

Denote \( f_{j,u,v}^{k} \) and \( f_{j,v,u}^{k} \) as a session \( j \)'s flow rate on the direct link \( u \rightarrow v | ch_k \) and virtual cooperative link \( u \rightarrow v(w) | ch_k \), respectively. For an intermediate node, the outgoing flow rate should be equal to the incoming flow rate:

\[
\sum_{k \in C_u \cap C_v} \sum_{u \in N} y_{j,u,v}^{pk} f_{j,u,v}^{pk} = \sum_{k \in C_u \cap C_v} \sum_{v \in N} y_{j,v,u}^{pk} f_{j,v,u}^{pk}
\]

(14)

\[
\sum_{k \in C_u \cap C_v} \sum_{u \in N} y_{j,u,v}^{pk} f_{j,u,v}^{pk} = \sum_{k \in C_u \cap C_v} \sum_{v \in N} y_{j,v,u}^{pk} f_{j,v,u}^{pk}
\]

(15)

(16)

Each hop \((u,v)\) can transmit data using either direct transmission or cooperative transmission, thus a session’s outgoing link and incoming link can be either a direct link or a virtual cooperative link. Therefore, the two side of (14) can have at most one non-zero term. On the left side of Eq.(14), because of the constraint in Eq(9), if the incoming link exploits direct transmission, then \( y_{j,u,v}^{pk} = 1 \) and the term \( x_{j,u,v}^{uk} f_{j,u,v}^{pk} \) is non-zero and the term \( x_{j,u,v}^{uk} f_{j,u,v}^{pk} \) is zero. Otherwise if the incoming link exploits the cooperative transmission, then \( x_{j,u,v}^{uk} f_{j,u,v}^{pk} \) is zero.

Similarly, on the right side of Eq.(14), if the outgoing link exploits direct transmission, then \( y_{j,v,u}^{pk} = 1 \) and the term \( x_{j,v,u}^{uk} f_{j,v,u}^{pk} \) is non-zero. Otherwise if the outgoing link exploits cooperative transmission, then \( x_{j,v,u}^{uk} f_{j,v,u}^{pk} \) is non-zero.

C. Constraint on Link Capacity

We denote by \( R_I \) the interference range, which is \( q \times R_T \) where \( q \geq 1 \) and \( R_T \) is the communication range. A communication between \( u \) and \( v \) may block other transmissions within the \( R_I \) range of either \( u \) or \( v \).

In particular, we have the following two principles to identify whether two links in a cooperative wireless network interfere with each other or not.

**Principle 1.** For direct transmissions, we consider a link \( A \rightarrow B \) to be the interference link of another link \( C \rightarrow D \) if \( A \) and \( B \) work on the same channel of \( C \) and \( D \), and at least one of the node pairs, pair\((A,C)\), pair\((A,D)\), pair\((B,C)\), and pair\((B,D)\), is within \( R_I \).

**Principle 2.** If node \( A \) transmits data to node \( B \) with the help of a cooperative relay \( R \), we consider the cooperative link \( A \rightarrow B(R) \) to interfere with another link \( C \rightarrow D \) if \( A \), \( B \), and \( R \) work on the same channel of \( C \) and \( D \), and at least one of the node pairs, pair\((A,C)\), pair\((A,D)\), pair\((B,C)\), pair\((B,D)\), pair\((R,C)\), and pair\((R,D)\), is within \( R_I \).

According to the TDMA schedule adopted in the MAC layer, if a channel is equally shared among competing links, the available capacity of a direct transmission link \( u \rightarrow v | ch_k \) can be calculated as

\[
C_k^{(u,v,DT)} = \frac{C(u,v,DT)}{I_k(u,v)} + 1
\]

(15)

where \( C(u,v,DT) \) (calculated by (4)) is the link capacity of a direct link, \( I_k(u,v) \) denotes the link set that interferes with the link \( u \rightarrow v | ch_k \), \( I_k(u,v) \) denotes the size of \( I_k(u,v) \).

The available capacity of a virtual cooperative link \( u \rightarrow v(w) | ch_k \) can be calculated as

\[
C_k^{(u,v,w,CC)} = \frac{C(u,v,w,CC)}{I_k(u,w)} + 1
\]

(16)

where \( C(u,v,w,CC) \) (calculated by (1)) is the link capacity of a virtual cooperative link, \( I_k(u,v,w) \) denotes the link set that interfere with this virtual cooperative link.

Depending on whether a link being direct or cooperative, the capacity constraint for the aggregate flows traversing the link through \( ch_k \) must not exceed the link capacity as follows:

\[
\sum_{j \in F} f_{j,u,v}^{k} \leq C_k^{(u,v,DT)}
\]

(17)

\[
\sum_{j \in F} f_{j,v,u}^{k} \leq C_k^{(u,v,w,CC)}
\]

(18)

D. Problem Formulation

The objective of this paper is to maximize the minimum flow rate among all active flows via interference-aware cooperative routing and relay assignment. Following the flow constraint in (14), although a session may traverse multiple hops, the flow rate of every hop in the session is the same. Therefore, we use the rate of the first hop to denote the flow
rate. More formally, for a given session \((s_j, d_j)\), denote the end-to-end flow rate (or throughput) as \(R_j\), where

\[
R_j = \sum_{h \in C_{s_j} \cap C_{d_j}, v \in N} \left( \sum_{t \neq v, t \neq s_j} x_{j, a_j} t f_{j, a_j} t + \sum_{t \in N} x_{j, a_j} t f_{j, a_j} t \right) \tag{19}
\]

Let \(R_{min}\) denote the minimum flow rate among all flows, i.e.,

\[
R_{min} = \min_{j \in C} R_j \tag{20}
\]

Our objective is to maximize \(R_{min}\) as follows:

\[
\begin{align*}
\text{Max} & \quad R_{min} \\
\text{s.t.} & \quad (9)(11)(10)(13)(12)(14)(17)(18) \\
R_{min}, f_{j, uv}^k, f_{j, uv}^{wk} & \geq 0 (j \in F, k \in C, u, v, w \in N, w \neq u, w \neq v) \\
x_{j, uv}^k, y_{j, uv}^k & \in \{0, 1\} (j \in F, k \in C, u, v, w \in N, w \neq u, w \neq v)
\end{align*}
\]

where \(R_{min}\), \(f_{j, uv}^k\), \(f_{j, uv}^{wk}\), \(x_{j, uv}^k\), and \(y_{j, uv}^k\) are optimization variables.

**Theorem 1:** The max-min cooperative routing problem in cooperative wireless networks defined in (21) is NP-hard.

**Proof:** Although a cooperative transmission consists of three links, as mentioned earlier, we treat them as a virtual cooperative link. Multiple sessions can be transmitted concurrently over different channels. After these simplification, the max-min cooperative routing problem can be translated to an un-splittable max-min bandwidth allocation problem, which is a known NP-hard problem [38].

---

V. DISTRIBUTED ALGORITHM

For practical implementation of cooperative communication in multi-radio multi-channel multi-hop wireless networks, we propose a Distributed joint Flow Routing and Relay node Assignment algorithm (DFRRA), which includes two steps. In the first step, an interference-aware Cooperative Route Selection algorithm (CRS) is proposed to select an optimal cooperative routing path. In the second step, a Fairness Aware Routing Adjustment algorithm (FARA) is proposed to adapt the route locally by considering the link competition among multiple sessions.

A. Distributed Cooperative Route Selection Algorithm

For each active session, our proposed CRS will search for a routing path with the maximum end-to-end capacity taking into account the wireless interference. In a cooperative network, a cooperative path could be formed with a combination of cooperative transmissions and direct transmissions, as shown in Fig.4. This makes the path finding difficult. For each transmission hop, CRS not only needs to select the forwarding node and the working channel of each hop but also to determine the transmission mode as well as the relay node in case that a cooperative transmission mode is the option.

1) Routing Metric

To facilitate path selection, we define a routing metric of a hop \((x, y)\) as the maximum available capacity among all possible channels through two possible transmission modes

\[
C_{Metric}(x, y) = \max_{ch_k \in C_x, ch_r \in C_y, mode \in DT, C_{CT}} \left( C(x, y, ch_k, mode) \right), \tag{22}
\]

where \(C(.)\) is the available link capacity and \(C_x \cap C_y\) is the feasible set of channels both nodes \(x\) and \(y\) are assigned with, and the transmission between nodes \(x\) and \(y\) can be either direct when \(mode = DT\) or cooperative when \(mode = CT\).

If a link is fairly shared by multiple sessions, the routing metric in Eq.(22) can be further expressed as:

\[
C_{Metric}(x, y) = \max_{ch_k \in C_x, ch_r \in C_y} \left\{ \frac{C^k(x,y,DT)}{NSS(x,y,DT)+1} \max_{ch_r \in C_y} \left\{ \frac{C^k(x,y,r,CT)}{NSS(x,y,r,CT)+1} \right\} \right\} \tag{23}
\]

where \(R = N(x) \cap N(y)\) is the candidate relay set for hop \((x, y)\) on channel \(ch_k\). \(C^k(x,y,DT)\) and \(C^k(x,y,r,CT)\) can be calculated by (15) and (16). \(NSS^k(x,y,DT)\) and \(NSS^k(x,y,r,CT)\) denote the number of sessions selecting the corresponding link \(x \rightarrow y|ch_k\) or the virtual cooperative link \(x \rightarrow y(r)|ch_k\), respectively. Therefore, \(\frac{C^k(x,y,DT)}{NSS(x,y,DT)+1}\) and \(\frac{C^k(x,y,r,CT)}{NSS(x,y,r,CT)+1}\) are the available link capacity for a new flow to select the corresponding direct link or virtual cooperative link.

According to the routing metric in (22), a sender node \(x\) can determine if it will take direct transmission or cooperative transmission, and the channel to use for transmission. In the case that a cooperative transmission is needed, the selected relay node will be informed.

Fig.5 shows an example on routing metric calculation for the hop \((x, y)\) where there are two feasible channels \(ch_1\) and \(ch_2\). In case that \(ch_1\) is used, the available link capacity under the direct transmission is 18, while the capacity under the cooperative transmission going through candidate relays \(r_1, r_2, r_3\) is 20, 23, 21 respectively. Among these options, the capacity for the cooperative transmission through \(r_2\) is the maximum and has the value 23 as shown in Fig.5(b). If \(x\) transmits data to \(y\) through \(ch_2\), the maximum capacity is 24, which is achieved when choosing the cooperative transmission with \(r_1\) as the relay node, as shown in Fig.5(d).

Thus, according to (22), the routing metric of hop \((x, y)\) is 24 which is the maximum available capacity between \(ch_1\) and \(ch_2\), as shown in Fig.5(c). As a result, \(ch_2\) is the selected working channel and \(r_2\) is the selected cooperative relay for hop \((x, y)\).

2) Routing Algorithm

The routing path selection can be realized through our proposed CRS, a distributed Cooperative Route Selection algorithm which is modified from AODV and based on the routing metric \(C_{Metric}\).

Current AODV-based routing protocols are designed only for one-to-one direct transmission instead of cooperative communications. In this paper, we propose a novel routing metric \(C_{Metric}\). To facilitate finding the cooperative path with maximum capacity, different from AODV, in our CRS design,
the RREQ message carries the information of the capacity of the path segment from the source to the previous hop and the routing metric CMetric of the last hop.

CRS consists of three major parts, including source node behavior, the behavior of an intermediate node when receiving RREQ (Route Request) and the behavior when receiving RREP (Route Reply).

- **Source Node Behavior**

Algorithm 1 shows the behavior of the source node in CRS. For a new arriving session, when a source \( s \) intends to send packets to a destination \( d \), \( s \) first checks its routing table to see whether it has a valid path. If so, \( s \) begins to send packets to the next hop towards the destination; otherwise, it searches for the path by broadcasting a RREQ message to its one-hop neighbors, which rebroadcast the message until it reaches the destination node.

**Algorithm 1 Behavior of Source Node \( s \)**

1: if \( s \) has a valid path to \( d \) in its routing table then
2: \( s \) begins to send packet to the next hop towards the destination \( d \)
3: else
4: for node \( z \) in \( N(s) \) do
5: according to (22), node \( s \) calculates the routing metric of the outgoing link \( s, z \) (denoted as \( P_{sx} \)), which identifies the optimal transmission mode, the working channel, and the optimal relay if cooperative transmission is selected.
6: insert the calculated routing metric information \( P_{sz} \) into RREQ.
7: end for
8: insert \( P_s = +\infty \) into RREQ, where \( P_s \) denotes the maximum end-to-end capacity from \( s \) to \( s \), and broadcast the RREQ.
9: end if

- **Intermediate Node Behavior When Receiving RREQ**

In order to reduce the routing overhead, in our CRS, an RREQ message can be transmitted and forwarded by an intermediate node only when it is forwarded along a path with better capacity from the source node to the intermediate node.

Assume the capacity of the path segment from the source \( s \) to \( x \) is \( P_x \), which is set to 0 initially and kept at node \( x \). As shown in Algorithm 2 (in step 2 and step 3), when an intermediate node \( x \) in the network receives an RREQ from its upstream node \( z \), if the RREQ message is received in duplication and the current capacity of the path segment from the source \( s \) to node \( x \), denoted as \( P'_x \), is smaller than the recorded one \( P_x \), node \( x \) will discard the RREQ and stop forwarding, where \( P_x \) is the latest maximum capacity of the path segment from \( s \) to \( x \) kept in node \( x \), then
3: node \( x \) discards the RREQ.
4: else if node \( x \) is the destination \( d \) and \( x \) waits for some time interval after it receives an RREQ message at the first time then
5: node \( x \) chooses the optimal path which is the one with the maximum end-to-end capacity from all the RREQ messages received within the interval.
6: node \( x \) generates and sends an RREP message to the source.
7: else
8: node \( x \) updates the maximum capacity of path segment from \( s \) to \( x \) by using \( P'_x = P'_z \).
9: node \( x \) records node \( z \), which will lead a reverse path to the source.
10: node \( x \) creates a new RREQ message.
11: for node \( y \) in \( N(x) \) do
12: according to (22), node \( x \) calculates its outgoing link \( x, y \)'s routing metric \( CMetric(x, y) \) (denoted as \( P_{xy} \)), which identifies the optimal transmission mode, the working channel, and the optimal relay if the selected transmission mode = CC; insert the newly calculated information \( P_{xy} \) into RREQ.
13: end for
14: insert the maximum capacity of path segment from \( s \) to \( x \), \( P_x \) into RREQ and broadcast it.
15: end if

- **Intermediate Node Behavior When Receiving RREP**

Let NSS (Number of Shared Sessions) denote the number of sessions that a link is selected to serve during the CRS procedure, which is set to 0 initially. As shown in (23), NSS has been utilized to calculate the routing metric of a link, and it will be used in the next subsection to guide the local adjustment of path segments.
Once a link $x$ is selected in the routing path, when the sender of $x$ receives the RREP message, it first increases the link’s NSS by 1, i.e., $NSS_x = NSS_x + 1$. If the cooperative communication mode is exploited by the link, the sender of $x$ also lets the selected virtual cooperative link to increase its NSS by 1. Then the link sender will forward the RREP message back to the upstream node on the reverse path to the source.

After receiving the RREP message, the source forwards its data packets along the selected path to the destination with the transmission mode and the working channel on each hop set to the one determined during the path finding process.

B. Fairness Aware Route Adjustment Algorithm

The proposed CRS can select good cooperative routing path for each session when the session arrives. However, the old session’s end-to-end capacity may decrease when the network has newly arrival sessions because the newly arrival sessions may in turn bring serious transmission competitions on wireless channel and impact the performance of the old sessions. To address this issue, we propose a Fairness Aware Route Adjustment (FARA) algorithm. Our design intends to increase the minimum transmission capacity of all the sessions.

1) Notation and Definition

If multiple paths selected by different sessions go through some common links, it would result in the resource competition at these links, and additional procedures need to be taken. Alternatively, we can change the session to a candidate path which doesn’t include the competition link to obtain a better end-to-end capacity. To reduce the side effect associated with a path change, we restrict the path adjustment and relay assignment to be local around the competition link to maximize the minimum rate of different sessions.

Let $R_j(i,k)$ denote the set of feasible path segments between the node pair $(i,k)$ for session $j$. If one path segment in $R_j(i,k)$ is selected by the proposed CRS, then obviously it has the maximum capacity between the node pair $(i,k)$ for session $j$ when this session arrives, and we denote the corresponding path segment as $O_{p_j}(i,k)$.

The candidate path segment between a node pair $(i,k)$ for session $j$, denoted as $Can_j(i,k)$, is a feasible path segment which has the largest capacity among the ones in $R_j(i,k) − O_{p_j}(i,k)$ and the NSS of each link on the path segment is not larger than NASS (the Number of Allowable Shared Sessions) of a link. NASS can be calculated with Eq.(26).

Assume that a link $i \rightarrow j| ch_k$ (or a virtual cooperative link $i \rightarrow j| ch_k$) is overloaded with a large NSS value and the link is selected by flow $f$. Let $m$ and $n$ be the upstream node and downstream node of this link. Based on the CRS algorithm proposed in Section V-A, we design a candidate path segment finding algorithm which includes the following two steps:

- **Step 1.** Mark the overloaded link $i \rightarrow j| ch_k$ (or $i \rightarrow j| ch_k$) unreachable.
- **Step 2.** Apply the CRS algorithm proposed in Section V-A to look for a cooperative routing path segment from $m$ to $n$ that all links on the path segment have their NSS smaller than their NASS; Return the path segment as the candidate one for $m \rightarrow n$ for transmission of flow $f$.

The algorithm is designed based on the CRS algorithm in Section V-A, and the overhead in this procedure mainly includes the control message to apply the CRS algorithm to look for the local path segment, which is generally small.

As shown in the Fig. 6(a), the maximum capacity of the path segment $r_1 \rightarrow r_4$ is 28.8. Assume the overloaded link is $r_6 \rightarrow r_7$. A candidate path segment is the one that has the maximum capacity among all other feasible path segments (See Fig. 6(b)) between $r_1$ and $r_4$ except the original one selected by the session. As shown in the Fig. 6(c), the candidate path segment for $r_1 \rightarrow r_4$ is $r_1 \rightarrow r_2 \rightarrow r_3 \rightarrow r_4$.

![Fig. 7. Example of U-path.](image)

![Fig. 8. Example of L-path.](image)

![Fig. 9. Example of B-path.](image)

Based on the definition of candidate path segment, we have the following definitions.

- **U-Path**: Given $O_{p_j}(i,k)$, if the capacity of its $Can_j(i,k)$ is larger than the end-to-end capacity of session $j$, then we call $O_{p_j}(i,k)$ a U-Path.

- **L-Path**: Given $O_{p_j}(i,k)$, if the capacity of its $Can_j(i,k)$ is smaller than the end-to-end capacity of session $j$, then we call $O_{p_j}(i,k)$ a L-Path.

- **B-Path**: Given $O_{p_j}(i,k)$, if the capacity of its $Can_j(i,k)$ is equal to the end-to-end capacity of session $j$, then we call $O_{p_j}(i,k)$ a B-Path.

Fig.7, Fig.8 and Fig.9 show the examples of U-path, L-Path and B-Path, respectively. The path segment of $m \rightarrow i \rightarrow j(r_2) \rightarrow n$ in Fig.7, the path segment of $m \rightarrow i \rightarrow j \rightarrow n$ in Fig.8, and the path segment of $m \rightarrow i \rightarrow j(r_2) \rightarrow n$ in Fig.8 are the candidate path segments. The capacities of these candidate path segments are 27.8, 25, 26, which are respectively larger, lower and equal to the end-to-end capacity of the corresponding sessions. According to the definition, the original path segments of $m \rightarrow i \rightarrow k(r_1) \rightarrow n$ in Fig.7, Fig.8 and Fig.9 are U-path, L-Path and B-Path, respectively.
2) Algorithm design

Given any path segment \( p \in R_j(i,k) \), the path segment must be one type of U-Path, L-Path and B-path. Among the NSS path segments belonging to different sessions, assuming there are \( n_1 \) U-paths, \( n_2 \) L-Path and \( n_3 \) B-Path, we have \( NSS = n_1 + n_2 + n_3 \).

Given a link \( x \) that is selected by \( NSS_x \) sessions, the end-to-end capacity of these sessions are \( P_1, P_2, \cdots, P_{NSS_x} \), (the end-to-end capacity is calculated based on all links along the path except the competition link \( x \)), the available capacity of this link is \( C(x) \) (\( C(x) \) calculated depending on the transmission mode of the link, then the relationship of NSS of this link and the end-to-end path capacity of these sessions can be expressed as

\[
\frac{C(x)}{NSS_x} \geq \min \{P_1, P_2, \cdots, P_{NSS_x}\},
\]

that is

\[
NSS_x \leq \frac{C(x)}{\min \{P_1, P_2, \cdots, P_{NSS_x}\}}.
\]

Furthermore, because \( NSS_x \) is an integer, we have

\[
NSS_x = \left\lfloor \frac{C(x)}{\min \{P_1, P_2, \cdots, P_{NSS_x}\}} \right\rfloor,
\]

where \( \lfloor \cdot \rfloor \) is floor function and \( \lceil \cdot \rceil \) is the largest integer not larger than \( y \).

Given a link \( x \), if \( NSS_x > NSS_{xx} \), we need to adjust the routing path selection and relay assignment around the competition link. As a basic principle of our Fairness Aware Routing Adjustment (FARA) algorithm, in order not to reduce the capacity of the sessions that go through the L-Path, the competition link will first switch some or all U-Paths and B-Paths to their candidate path segments. Among the L-Paths, we give resource preference to the ones with lower capacity.

We consider two cases in our algorithm:

Case A: \( 0 \leq n_2 \leq NSS_x \). The competition link \( x \) keeps all L-Path, as well as \( NSS_x - n_2 \) U-Path or B-Path the same, and randomly switches \( NSS_x - NSS_x \) path-segments among \( n_1 + n_3 \) (U-Paths and B-Paths) to their candidate path segments for the corresponding sessions.

Case B: \( n_2 > NSS_x \). The competition link \( x \) first switches all the U-Paths and B-Paths to their candidate path segments. Then it sorts the capacity of \( n_2 \) candidate paths, and switches the top \( n_2 - NSS_x \) ones to go through their candidate path segments.

One example of Case B is shown in Fig.10. In the example, there are three sessions using link \( r_9 \rightarrow r_{10} \) through three path segments, \( r_1 \rightarrow r_9 \rightarrow r_{10} \rightarrow r_2, r_3 \rightarrow r_9 \rightarrow r_{10} \rightarrow r_4, \) and \( r_5 \rightarrow r_9 \rightarrow r_{10} \rightarrow r_6 \), as shown in Fig. 10(a). The end-to-end capacities of these three sessions are 25.3, 23.8 and 23, respectively. We assume that \( NASS = 2 \) for link \( r_9 \rightarrow r_{10} \).

Therefore, we need to switch one path segment among the three ones to its candidate path segment. Fig. 10(b) shows the three corresponding candidate path segments, \( r_1 \rightarrow r_2(r_7), r_3 \rightarrow r_5(r_8) \rightarrow r_6 \rightarrow r_4, r_5 \rightarrow r_6(r_9), \) with the capacity 24.1, 21.5 and 22 respectively. Among all these three sessions, the capacity of the candidate path segment in session 1 has the highest value. According to our algorithm, we switch \( r_1 \rightarrow r_9 \rightarrow r_{10} \rightarrow r_2 \) for session 1 to \( r_1 \rightarrow r_2(r_7) \) as shown in Fig. 10(c). After the switch, the capacity of the three paths corresponding to different sessions are 24.1, 23.8 and 23.

Another example of Case A is shown in Fig.11. In this example, the end-to-end capacities of the three sessions are 25.3, 25 and 24, respectively. Fig. 11(b) shows the three candidate path segments of the corresponding three sessions which do not involve the competition link \( r_9 \rightarrow r_{10} \), \( r_1 \rightarrow r_2(r_7), r_3 \rightarrow r_5(r_8) \rightarrow r_6(r_9) \rightarrow r_4, r_5 \rightarrow r_6(r_9) \), with the capacity 27, 25.5 and 25.6 respectively. According to our algorithm, because all the capacities of candidate path segments of the three sessions are larger than the capacity of their end-to-end paths, we can randomly switch one path to its candidate path, as shown in Fig.11(c). After the switch, the capacity of the three sessions remains the same as that before switch.

3) Ripple Effect Reduction

It is worth pointing out that we follow an important principle to identify the candidate path segment: the candidate path segment should not include the links whose NSS is not smaller than \( NASS \).

The purpose of introducing this rule is to avoid network instability as a result of triggering FARA to run in the switched candidate path segment thus subsequent rounds of route adjustments. If any link on the candidate path segment has \( NSS \) larger than \( NASS \), it may need to stop another FARA algorithm after additional sessions are switched to this path segment. This will lead to instability. Ideally, for each candidate path segment, we should check its impact on network stability before activating the candidate path segment to route traffic for a session. Checking stability of network, however, is a time consuming task. Instead, we propose the simple rule.

We call the result of triggering FARA to run around some overloaded links on the candidate path as Ripple Effect. We call Ripple Effect link as the one on the candidate path whose NSS is not smaller than NASS. To reduce the ripple

![Fig. 6. Example of Candidate link](image-url)
effect, in this paper, we simply avoid selecting candidate paths containing ripple effect links. In case there does not exist a candidate path segment without introducing the ripple effect, multiple sessions may share a link, and different sessions can be coordinated in transmissions using the MAC layer scheme such as CSMA or TDMA.

4) Avoidance of Route Adjustment Conflict
If each link independently makes a local route adjustment decision, multiple route adjustment requests may be received simultaneously by a link, which may lead to a route adjustment collision and decision conflict at the link. This will further make the link be a Ripple Effect link, and invoke another FARA algorithm again.

We illustrate route adjustment conflict problem by an example in Fig. 13. In Fig.13(a), link \( r_2 \rightarrow r_1 \) and \( r_5 \rightarrow r_6 \) are all shared by three sessions, but the NASS of these two links are 2. If link \( r_2 \rightarrow r_1 \) and \( r_5 \rightarrow r_6 \) invoke FARA algorithm independently, link \( r_3 \rightarrow r_4 \) may be selected in session 3 (\( s_3 \rightarrow d_3 \)) and session 5 (\( s_5 \rightarrow d_5 \)) after route adjustment, as shown in Fig.13(b). As a result of path switching, link \( r_3 \rightarrow r_4 \) would have three sessions going through it, and then would have to invoke another FARA algorithm.

To mitigate this problem, we introduce a random delay before a link \( w \) invokes FARA algorithm when the link detects
that itself is shared by multiple sessions with the \( NSS_w \) larger than its \( NASS_w \), and the timer can be set as follows:

\[
\text{Timer}_w = \frac{1}{NSS_w - NASS_w} + \text{random } (0, g),
\]  \( \text{(27)} \)

where the random number within \((0, g)\) is added to reduce collisions and decision conflicts from multiple requests of route adjustment. The link with a higher load, i.e., a larger gap of \( NSS_w - NASS_w \), has a lower average timer value thus an earlier chance of adjusting its local route.

C. Convergence Analysis

In [39], the author gives the formal analysis of convergence of AODV protocol. Our cooperative routing algorithm (CRS) is designed based on AODV, and it is clear that the process of our CRS converges. Therefore, we only need to show that the process of route adjustment can converge and reach a stable state.

**Theorem 2:** If every overloaded link invokes FARA algorithm to adjust its local path segment following the procedure in Section V-B, within a finite number of path segment switches, the network will reach a stable state where all links stop the route adjustment.

**Proof:** Consider that a link \( i \) invokes FARA algorithm when detecting that it is overloaded \((NSS_i > NASS_i)\) and begins to switch some of its sessions on link \( i \) to their candidate path segments at time \( t \), and completes the path segment switches at time \( t' \) \( (t' > t)\). According to the procedure in Section V-B, \( NSS_i - NASS_i \) sessions should switch their transmissions to the candidate path segments. Let \( P_i \) denote the link set on the candidate path segments.

In Section V-B4, we have the route adjustment timer set following the Eq.(27). This makes the chance for any other link \( j \) to trigger its local route adjustment simultaneously with link \( i \) very small. Therefore, at the time \( t' \), only links in \( P_i \) would be the new links (besides the links originally involved in sessions) that may trigger a route adjustment.

According to the principle in candidate-path-segment selection in Section V-B3, the candidate path segment should not include a link whose NSS is not smaller than its NASS. Therefore, these route switches will not make the links in \( P_i \) trigger another route adjustment.

Therefore, although our route adjustment depends only on the information available within a local domain and is designed to be distributed, the route adjustment process can self-stabilize and help the network reach the stable state.

VI. CENTRALIZED ALGORITHM

For performance reference, we further propose a centralized algorithm. As one of the approaches to solving Integer Programming (IP) problems [40], branch-and-bound method finds the optimal solution to an IP by efficiently enumerating the points in the feasible region. Based on branch-and-bound framework, we propose a Centralized Joint Flow Routing and Relay Assignment algorithm (CFRRA) to solve the MIP problem in (21), as shown in algorithm 3.

The basic idea of CFRRA is as follows. By using the relaxation in step 3, we can efficiently compute a global upper bound, \( UB \), for problem in (21). This relaxation solution either yields a feasible solution to the problem or, if not feasible, it can be used as a starting point for a local search to find a feasible solution. This feasible solution then serves to provide a global lower bound, \( LB \), and an incumbent solution to the problem. The branch-and-bound process proceeds by tightening \( LB \) and \( UB \) through a series of partitions over the problem domain, and terminates when \( UB \leq (1 + \varepsilon)LB \) is satisfied, where \( \varepsilon > 0 \) is some desired approximation error.

**Algorithm 3 Centralized Joint Flow Routing and Relay Assignment Algorithm (CFRRA)**

1: Let the optimal solution \( \phi^* \) = \( \phi \) and the initial lower bound \( LB = 0 \).
2: Let the initial problem list contain only the original problem in (21), denoted by \( P_1 \).
3: Construct the relaxation for \( P_1 \) by relaxing the constraint \( x_{uv}^k, y_{uv}^k \in \{0, 1\} \) to \( x_{uv}^k, y_{uv}^k \in [0, 1] \), and solve it. Denote the solution to this relaxation as \( \tilde{\phi} \) and its objective value as the upper bound \( UB_1 \).
4: Select a problem \( P_j \) that has the highest upper bound (designated as \( UB \)) among all the problems in the problem list.
5: Find, if necessary, a feasible solution \( \tilde{\phi} \) via a local search algorithm for \( P_j \). Denote the objective value of \( \tilde{\phi} \) by \( LBz \).
6: If \( LBz > LB \), then let \( \phi^* = \tilde{\phi} \) and \( LB = LBz \). If \( UB \leq (1 + \varepsilon)LB \), then stop with the \((1 + \varepsilon)\)-optimal solution \( \phi^* \); else, remove all problems \( P_j \) having \( UB_j \leq (1 + \varepsilon)LB \) from the problem list.
7: Select a binary \( x_{uv}^k \) or \( y_{uv}^k \) and branch on the dichotomy of its values being 0 or 1.
8: Remove the selected problem \( P_j \) from the problem list, construct two new problems \( P_{j1} \) and \( P_{j2} \) based on the foregoing branching step.
9: Compute two new upper bounds \( UB_{j1} \) and \( UB_{j2} \) by solving the programming relaxations of \( P_{j1} \) and \( P_{j2} \), respectively.
10: If \( UB_{j1} \geq (1 + \varepsilon)LB \) then add Problem \( P_{j1} \) to the problem list. If \( UB_{j2} \geq (1 + \varepsilon)LB \) then add Problem \( P_{j2} \) to the problem list.
11: If the problem list is empty, stop with the \((1 + \varepsilon)\)-optimal solution \( \phi^* \). Otherwise, go to Step 4.

VII. SIMULATION RESULTS

We present some simulation results to demonstrate the rate gain by jointly applying interference-aware cooperative routing and relay assignment in multi-flow multi-radio multi-channel wireless networks. In this section, we first describe the simulation setup, and then present the simulation results.

A. Simulation Setup

We evaluate the performance of our proposed algorithms through extensive simulations using MATLAB. There are 12 orthogonal channels in the network in total, and the default number of sessions in the network is set to 4. Following the parameter setting in [14], we set the bandwidth \( W \) of each channel to 22 MHz, the maximum transmission power at every node to 1 W. The channel gain contains the path loss and the Rayleigh fading coefficient. White Gaussian noise with the variance \( 10^{-10} \) W is added to include environment noise impact.

In the simulations, 60 nodes are generated randomly in a 1000m × 1000m area. Each node is equipped with 3 radios,
and the maximum communication range is set to 250 meters. The interference range is set to twice the communication range and will change with the communication range varies.

There is no existing work studying cooperative communications with multi-flow routing in multi-radio multi-channel networks. We implement eight routing algorithms in different network scenarios for performance comparisons, which are introduced as follows.

1) For performance comparison, we implement our proposed centralized algorithm CFRRA in Algorithm 3 in a multi-radio multi-channel cooperative networks with $\varepsilon = 0.1$ in the algorithm, denoted as CFRRA-MRMC-CC.

2) We implement our proposed multi-flow multi-radio multi-channel cooperative routing algorithm DFRRA in Section V which includes two sub-algorithms: the cooperative routing sub-algorithm in Section V-A and the fairness-aware route adjustment in Section V-B, denoted as DFRRA-MRMC-CC.

3) The CRS algorithm in Section V-A is applied to find the maximum end-to-end cooperative path which has the maximum capacity for each new session. We implement the CRS scheme in a multi-radio multi-channel cooperative wireless network, denoted as CSC-MRMC-CC.

4) Different from the third scheme, we implement the CRS in a single-radio single-channel cooperative wireless network where each node is assigned with the same channel, denoted as CSC-SRSC-CC.

5) Different from the third scheme, we implement CRS in a single-radio multi-channel cooperative wireless network where each node is assigned with a channel randomly selected from the set of orthogonal channels, denoted as CSC-SRMC-CC.

6) We implement a non-cooperative routing algorithm in which the Bellman-Ford path algorithm is applied to search for the maximum end-to-end capacity path for each new session in multi-radio multi-channel wireless network, denoted as Bellman-MRMC-NC.

7) Different from the sixth scheme, we implement the non-cooperative routing algorithm in single-radio single-channel wireless network, denoted as Bellman-SRSC-NC.

8) Different from the sixth scheme, we implement the non-cooperative routing algorithm in single-radio multi-channel wireless network, denoted as Bellman-SRMC-NC.

Note that the last three algorithms Bellman-MRMC-NC, Bellman-SRSC-NC, and Bellman-SRMC-NC consider a non-cooperative wireless network which only consists of flow routing for each session.

In the last six algorithms, if multiple sessions select the same link, TDMA type scheduling can be applied at the MAC layer to allocate time slots to different active sessions based on certain fairness rule.

We evaluate the performance of our distributed algorithm DFRRA-MR-CC under different node density, number of sessions, number of radio interfaces on a node, and the communication ranges. Unless otherwise specified, the default number of nodes in the network is 60, the number of sessions is 4, each node is equipped with 3 radios, and the communication range is 250 meters. A simulation result is obtained by averaging over 20 runs of simulations.

B. Simulation Result

1) Impact of node density

In Fig 14, the aggregate rate and minimum rate (in term of kbps) under all routing algorithms increase as the number of nodes increases, as there are more candidate relay nodes.

Compared with the aggregate rate of single-radio network Bellman-SRSC-NC, the rate of the multi-radio network DFRRA-MRMC-CC is about 6-8 times. The introduction of multi-radio nodes with multi-channel significantly increases the flexibility in relay selection and decreases the wireless interference thus achieving higher performance gain. Compared to CRS-MRMC-CC, CRS-SRSC-CC, CRS-SRMC-CC, Bellman-MRMC-NC, Bellman-SRSC-NC, and Bellman-SRMC-NC, we find that our two multi-radio multi-channel cooperative routing algorithms, the centralized CFRRA-MRMC-CC and the distributed DFRRA-MRMC-CC, have the largest aggregate rate and minimum rate. Compared to Bellman-MRMC-NC, DFRRA-MRMC-CC can increase up to 78% the aggregate transmission rate. This demonstrates the significant performance gain achieved by incorporating CC in multi-radio multi-channel multi-hop wireless networks.

In a multi-channel wireless network, two nodes can communicate only if they are assigned a common channel. For a single radio wireless network, a node can be assigned at most one channel. If the channel assigned to the node is randomly selected, nodes in the single-radio multi-channel network has a limited number of neighbors. Thus there are limited number of links in the network, and the curves of CRS-SRMC-CC and Bellman-SRMC-NC are close to $x$ axis as shown in Fig.14.

Moreover, compared to CRS-MRMC-CC, our DFRRA-MRMC-CC can obtain up to 40% and 41% higher aggregate rate and minimum rate, respectively. This indicates that the Fairness-Aware Route Adjustment algorithm (FARA) proposed in Section V-B and included in DFRRA-MRMC-CC can effectively resolve the resource competition among different sessions and ensure higher minimum throughput across sessions. CRS-MRMC-CC simply coordinates transmissions through TDMA when multiple sessions share links, which will compromise the performance. When the number of relay nodes is small, there may be more relay competitions among different sessions. Our FARA algorithm can more effectively adapt the relay selections on competitive routing segments to increase the aggregate rate.

2) Impact of the number of sessions

In Fig 15, as the number of sessions increases, the aggregate rate increases, while the minimum rate decreases. This is as expected. The larger number of sessions bring higher competitions on the relay nodes and channel resources in the network, which results in larger interference thus the reduction of the minimum throughput.

The two multi-radio cooperative routing algorithms, CFRRA-MRMC-CC and DFRRA-MRMC-CC, have much better performance compared to other routing algorithms. Compared with CRS-MRMC-CC, our DFRRA-MRMC-CC
achieves the same performance when the number of sessions is 2, and achieves higher aggregate rate and minimum rate when the number of session is larger than 2. When the number of sessions is small, the relay nodes and channels are sufficient to serve all sessions. In Fig.15(b), compared with CRS-MRMC-CC, as the number of sessions increases, the gain of our DFRRA-MRMC-CC is seen to increase initially and then reduce. Our FARA algorithm can effectively mitigate link competition initially, but the performance of DFRRA-MRMC-CC suffers when the number of sessions is very large and there are very few candidate relays to exploit.

3) Impact of the number of radios

When varying the number of radios from 2 to 10 in Fig. 16, the aggregate rate and minimum rate achieved by CFRRA-MRMC-CC, DFRRA-MRMC-CC, CRS-MRMC-CC, and Bellman-MRMC-NC increase, as there are more relay and transmission channel options. As CRS-SRSC-CC and Bellman-SRSC-NC are single-radio routing algorithms, the number of radios don’t have impact on their performance as in Fig. 16. Similar to the reason of Fig 15, due to limited links in single-radio multi-channel networks, the curves of CRS-SRMC-CC and Bellman-SRMC-NC are close to x axis.

The performance of DFRRA-MRMC-CC outperforms CRS-MRMC-CC when there are competitions in relay and link access, which demonstrates that our DFRRA-MRMC-CC can make use of relay and channel resource more efficiently. Compared to Bellman-MRMC-NC, our DFRRA-MRMC-CC can obtain up to 30% and 37% higher aggregate rate and minimum rate respectively, which demonstrates that cooperative transmissions outperform direct transmissions in multi-radio multi-channel multi-hop wireless networks.

4) Impact of the communication range

In order to observe the effect brought by the transmission distance, we vary the communication range from 100 to 400 meters in the network. As shown in Fig. 17, when the communication range is very small, the aggregate rate and minimum rate for all the routing schemes are zero because nodes have limited number of neighbors and there are limited links in the wireless networks. The aggregate rate and minimum rate for all the routing schemes increase initially. However, with the further increase of the communication range, the throughput reduces until the communication range reaches a certain value, then maintains a stable throughput.

On the other hand, the increase of the communication range leads to higher number of links thus more options to select relays and next-hop nodes. The initial increase of communication range also helps to increase the network connectivity and find a better transmission path. On the other hand, a larger communication range also creates higher interference and hence reduces the routing performance. Therefore, it is not helpful to use too high transmission power to increase the communication range. Similar to the results in Fig.14, Fig.15, and Fig.16, our scheme CFRRA-MRMC-CC and DFRRA-MRMC-CC show better performance compared with other schemes in Fig.17.

In summary, all the simulation results demonstrate that, our distributed algorithm DFRRA-MRMC-CC is seen to achieve the performance close to the bound provided by the centralized algorithm CFRRA-MRMC-CC while running much more efficiently.

VIII. CONCLUSION

This paper studies a joint problem of cooperative routing and relay assignment in multi-hop and multi-radio networks to maximize the minimum rate among a set of concurrent communication sessions. We first model this problem as a mixed integer programming (MIP) problem and prove it to be NP-hard. Then we propose a centralized algorithm and a distributed algorithm to solve the problem. The centralized
algorithm can guarantee the finding of a global \((1 + \varepsilon)\)-optimal solution. The distributed algorithm can be applied to find an efficient cooperative route with polynomial complexity. We have done extensive simulations to evaluate the performance, and our results demonstrate the effectiveness of the proposed algorithms and the significant rate gains that can be achieved by incorporating CC in multi-radio multi-hop networks. Although we use AF as the CC mode in this paper, it is worth pointing out that our algorithms do not depend on specific CC mode to function.

ACKNOWLEDGMENT

The work is supported by the open Foundation of State key Laboratory of Networking and Switching Technology (Beijing University of Posts and Telecommunications) under Grant No. SKLNST-2013-1-04, the Prospective Research Project on Future Networks (Jiangsu Future Networks Innovation Institute) under Grant No. BY2013095-4-06, the National Natural Science Foundation of China under Grant Nos. 61171367, and 61472131, U.S. National Science Foundation under Grant Nos. ECCS-1408247 and CNS 1247924.

REFERENCES


Kun Xie received B.S. degrees in communication engineering, M.S., PhD degrees in computer application from Hunan University, Changsha, China, in 2001, 2004, and 2007 respectively. She worked as a postdoctoral fellow in the department of computing in Hong Kong Polytechnic University from 2007.12 to 2010.2. She worked as a visiting researcher in the department of electrical and computer engineering in state university of New York at Stony Brook from 2012.9 to 2013.9. She is currently an associate professor in Hunan University. Her research interests include wireless network and mobile computing, network management and control, cloud computing and mobile cloud, and big data. She has published about 60 papers and applied 20 patents in her research areas.

Xin Wang (M’1 / ACM’4) received the B.S. and M.S. degrees in telecommunications engineering and wireless communications engineering respectively from Beijing University of Posts and Telecommunications, Beijing, China, and the Ph.D. degree in electrical and computer engineering from Columbia University, New York, NY. She is currently an Associate Professor in the Department of Electrical and Computer Engineering of the State University of New York at Stony Brook, Stony Brook, NY. Before joining Stony Brook, she was a Member of Technical Staff in the area of mobile and wireless networking at Bell Labs Research, Lucent Technologies, New Jersey, and an Assistant Professor in the Department of Computer Science and Engineering of the State University of New York at Buffalo, Buffalo, NY. Her research interests include algorithm and protocol design in wireless networks and communications, mobile and distributed computing, as well as networked sensing and detection. She has served in executive committee and technical committee of numerous conferences and funding review panels, and is the referee for many technical journals. Dr. Wang achieved the NSF career award in 2005, and ONR challenge award in 2010.

Jiannong Cao (M’93-SM’05-FM’14) Dr. Cao is currently a chair professor and head of the Department of Computing at Hong Kong Polytechnic University, Hung Hom, Hong Kong. He is also the director of the Internet and Mobile Computing Lab in the department. Dr. Cao’s research interests include parallel and distributed computing, computer networks, mobile and pervasive computing, fault tolerance, and middleware. He has co-authored a book in Mobile Computing, co-edited 9 books, and published over 300 papers in major international journals and conference proceedings. He has directed and participated in numerous research and development projects and, as a principal investigator, obtained over HK$25 million grants from government funding agencies and industries. Dr. Cao has won numerous prizes and awards, and is very active in professional activities locally and internationally. He is a senior member of China Computer Federation, a senior member of IEEE, and a member of ACM. He was the Coordinator in Asia and now the Chair of the Technical Committee on Distributed Computing of IEEE Computer Society. Dr. Cao has served as an associate editor and a member of the editorial boards of many international journals, including IEEE Transactions on Parallel and Distributed Systems, IEEE Transactions on Computers, IEEE Networks, Pervasive and Mobile Computing Peer-to-Peer Networking and Applications, and Journal of Computer Science and Technology. He has also served as a chair and member of organizing / program committees for many international conferences, including PERCOM, INFOCOM, ICDCS, IPDPS, ICPP, RTSS, DSN, ICNP, SRDS, MASS, PRDC, ICC, GLOBECOM, and WCNC. Dr. Cao received the BSc degree in computer science from Nanjing University, Nanjing, China, and the MSc and the Ph.D degrees in computer science from Washington State University, Pullman, WA, USA.

Jigang Wen received PhD degrees in computer application from Hunan University, China, in 2011. He worked as a research assistant in the department of computing in Hong Kong Polytechnic University from 2008 to 2010. His research interests include wireless network and mobile computing, high speed network measurement and management.