Abstract—In this paper, we investigate joint level 2 and 3 dynamic spectrum management (joint DSM 2/3) for downstream (DS) DSL. We consider a DS scenario in which users are divided into a few separate groups, where vector encoding based signal coordination can be applied in each group and spectrum coordination is possible for all users. This can be seen as a mixed interference/broadcast channel (IF/BC) scenario. In order to obtain the optimal transmitter structure, we develop a generalized duality between the vector broadcast and multiple-access channel (MAC) for scenarios in which partial signal coordination is available among users. This theory together with optimal spectrum balancing (OSB) is exploited to calculate the jointly optimal filters and transmit powers for non-linear vector dirty paper coding structures (in the form of Tomlinson-Harashima precoder (THP)) in the groups. The proposed scheme is compared to several other joint DSM 2/3 algorithms for DS DSL. Simulation results show that the proposed scheme (referred to as the IF/BC-OSB algorithm) achieves considerably higher bit rates than the other schemes. IF/BC-OSB encompasses the earlier developed BC-OSB algorithm as a special case. A simplified version of IF/BC-OSB avoiding exhaustive search with near-optimal performance is also proposed.

Index Terms—Digital subscriber line (DSL), dynamic spectrum management (DSM), broadcast channel (BC), interference channel, BC-MAC duality, dirty paper coding (DPC), Tomlinson-Harashima pre-coder (THP), resource allocation, vectoring.

I. INTRODUCTION

AR-END crosstalk (FEXT) is one of the dominant impairments in very-high-speed digital subscriber line (VDSL).
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networks. Promising crosstalk mitigation and canceling techniques have been proposed in the last decade to counteract crosstalk based on spectrum coordination and signal coordination. These techniques are jointly referred to as dynamic spectrum management (DSM) techniques. When the bit rate of the users in the network are configured centrally but the computation of the transmit spectrum of the users is left uncoordinated, we obtain a level 1 DSM scheme, also known as DSM 1. When the transmit spectrum of the users is controlled by a spectrum management center (SMC), we obtain a DSM 2 scheme. DSM 2 schemes may achieve higher rates for the users compared to DSM 1 schemes. Finally, when the signals of the users are modulated and/or demodulated jointly using so-called vectoring schemes, we obtain DSM 3. DSM 3 is capable of achieving considerably higher bit rates than DSM 2. In state-of-the-art DSM 3 schemes, also the transmit spectra and bit rate of the users may be managed by an SMC.

DSM 3 requires signal coordination among all users which is usually achieved at the line termination (LT) end (e.g. at the central office (CO) or a remote terminal (RT)) only. When signal coordination among all users is possible at the LT, DSM 3 schemes can attain rates as if there is no crosstalk. However, sometimes due to the excessive complexity or physical limitations (e.g. as in joint CO/RT deployments), DSM 3 is not possible for all users. Hence, the users may be divided into separate groups, where signal coordination is possible inside each group but only spectrum coordination is possible for the users belonging to different groups. For these cases, so-called joint DSM 2/3 schemes can be used to maximize the achievable bit rates.

In this paper, we investigate joint DSM 2/3 for downstream (DS) VDSL. The joint DSM 2/3 problem for upstream (US) VDSL has been studied in [1]. The results show a considerable bit rate boost for the users when optimal joint DSM 2/3 schemes are used. Although, the joint DSM 2/3 in US and DS are closely related in practice, in general the vectoring schemes for them are totally different because in US the vectoring is applied at the receiver side while in DS it is applied at the transmitter side. Moreover, the DS problem is more difficult because, unlike in the US problem, the calculation of the optimal filters is a non-convex problem [2]–[5].

The Joint DSM 2/3 scenario can be viewed as a general-

1Joint DSM 2/3 can be viewed as a special case of joint partial crosstalk cancellation and spectrum balancing in which the location of cancellation taps are known a priori.
ization of the so-called interference (IF) channel and vector broadcast channel (BC) and so will be referred to as an IF/BC. In the special case, where each group consists of a single user, the scenario is reduced to an IF channel. On the other hand, when all users are in the same group, the problem is reduced to a vector BC. The optimal strategy to achieve the capacity region of the Gaussian IF channel is unknown in the general case, although, near-optimal solutions are available [6], [7]. These techniques involve decoding the signal of the unintended users using the interference (i.e., crosstalk) signal. As the IF/BC is a generalization of the IF channel, the capacity region is also unknown in this case. Nevertheless, the problem is different to some extent for VDSL channels compared to ideal Gaussian channels due to practical considerations. Particularly, crosstalk is always treated as (Gaussian) noise in VDSL channels. That is, decoding the signal of the unintended users is not an available option. Other important differences include the VDSL transceiver gap to Shannon capacity, and an upper bound on per-tone QAM constellation size, i.e., the number of bits that can be loaded to each tone. Under such practical considerations, the achievable rate region (RR) for a VDSL IF channel is obtained by the optimal spectrum balancing (OSB) algorithm [8].

On the other hand, it has been shown that the capacity region of the vector BC is achievable using Costa’s dirty paper coding (DPC) [9] scheme. First, it was shown that DPC achieves the sum capacity of the BC with two [10] or multiple [2]–[4] transmitters under a sum transmit power constraint. The solutions in [2], [3] are based on a duality theory between the BC and multiple-access channel (MAC), which states that the same rates can be achieved under equal sum power constraints over a BC and a MAC with their channel matrices being the transpose of each other. Later it was shown that the entire capacity region can be achieved by DPC as well [11].

All these results consider a constraint on the sum transmit power, summed over all transmitters (i.e., lines in the DSL context). However, for VDSL systems, we are more interested in a per-line power constrained solution, because the transmit power on each line is bounded by the nominal power spectral density (PSD) mask constraints. Moreover, the total transmit power on each line over all tones can be bounded by analog front-end limitations or standard regulations. This problem has been addressed in [5] for single-carrier vector BCs, where the BC-MAC duality is generalized using the Lagrange dual optimization technique. The outcome is that a vector BC problem with per-transmitter power constraint can be solved in a dual MAC with uncertain noise powers. The uncertain noise powers are in fact the Lagrange multipliers corresponding to the per-transmitter power constraints. The solution is found by selecting appropriate values for the noise powers which satisfy the constraints. In [12], optimal spectrum and signal coordination for DS DSL has been considered and a BC-OSB algorithm has been proposed. The BC-OSB algorithm uses the Lagrange dual optimization approach to enforce the regulatory PSD mask and per-line total power constraints. The Lagrange multipliers are used to scale the dual MAC. The optimality of this technique can be shown using the results in [5].

In [13], the linear zero-forcing (ZF) pre-compensator (ZFP) has been proposed to cancel crosstalk in DS DSL and it is has been shown that it is near-optimal in DS DSL 3 due to the row-wise diagonal dominance (RWDD) property [14] of the DS DSL channel. By using the linear ZFP in each group and applying OSB over all users, the grouped ZFP-OSB algorithm has been derived for the joint DSM 2/3 scenarios [15]. As we will show in this paper, grouped ZFP-OSB does not necessarily achieve the highest possible rates even under the aforementioned practical assumptions, because the ZF solution is selfish and does not take into account the interests of the users in other groups. A related solution is based on the non-linear vector DPC (e.g., the vector Tomlinson-Harashima pre-coder (THP) [14]) with ZF transmit filters to encode the signals inside the groups. The ZF-THP is more complicated than the linear ZFP and achieves higher rates than the linear ZFP’s in the general case, e.g., in the wireless channel. However, as it is shown in [13], it achieves almost the same rates as the linear ZFP in DS DSL channels when the PSD of the users is set by static spectrum management (SSM). The main benefit of the linear/nonlinear grouped ZFP techniques is their small implementation complexity, as their transmit filters can be calculated directly from the channel transfer matrix and are independent of the transmit power and service requirements of the users.

In this paper, we consider the design of grouped linear/nonlinear vector encoding with optimal transmit filters for the joint DSM 2/3 scenario in DS DSL. The optimal transmit filter for each user takes into account the overall benefit of all users. In order to calculate the optimal transmit filters, we develop a generalized duality theory between the BC and MAC with partial signal coordination and with per-line total power and nominal PSD mask constraints. This solution can be considered as a generalization of the BC-MAC duality theory with per-transmitter power constraints in [5]. Using this theory, the optimal transmit filters for the grouped linear pre-compensator or the grouped non-linear THP can be calculated. Our simulation results show that by using the THP with optimal transmit filters for each group together with OSB over all users, considerably higher rates are achieved compared to the other available schemes. We refer to the resulting algorithm as the IF/BC-OSB algorithm. The IF/BC-OSB algorithm encompasses the OSB (i.e., IF-OSB) [8] and the BC-OSB algorithm [12] as special cases.

Finally, when the number of users is large, the IF/BC-OSB algorithm is impractical because of a high computational complexity. To resolve this complexity problem, we propose a simplified algorithm with a much lower computational complexity. We discuss the potential rate loss by using this sub-optimal algorithm and we show that the simplified algorithm is nearly optimal using analytical and simulation results.

The paper is organized as follows. In Section II, we describe the grouped DS DSL transmission model. Then, we develop our generalized BC-MAC duality theory and we propose an optimal joint DSM 2/3 algorithm for DS DSL accordingly in Section III. We also propose a simplified version of the algorithm with a near-optimal performance and reduced

---

2 Note that the current BC-MAC duality theory is applicable only when full signal coordination is available among the users.
computational complexity. Simulation results are provided in Section IV. Finally the paper is concluded in Section V.

II. GROUPED DS DSL TRANSMISSION MODEL

A. Transmission Model

We consider discrete multi-tone (DMT) transmission with $K$ tones. We assume that $N$ managed users form $G$ groups with $N_g$ users in group $g$ ($g = 1, \ldots, G$). We assume that the users in each group are coordinated at the transmit signal level and all managed users are coordinated with each other at the transmit spectrum (i.e. PSD) level. Also, each of the vector groups knows the topology and transmit PSDs of other vector groups. All of the users are assumed to be DMT frame synchronized at the receiver side. Therefore, the transmission over tone $k$ can be modeled as [14]

$$y^k = [H^k]^H x^k + z^k,$$

(1)

where $[\cdot]^H$ denotes the conjugate transpose operation,$^3$ $x^k \equiv \left([x^k]^T, \ldots, [x_{G}^k]^T\right)^T$, $y^k \equiv \left([y^k_1]^T, \ldots, [y_{G}^k]^T\right)^T$, and $z^k \equiv \left([z^k_1]^T, \ldots, [z_{G}^k]^T\right)^T$ are transmitted, received, and noise vector, respectively, and

$$H^k \equiv \begin{bmatrix}
H^k_{11} & \cdots & H^k_{1G} \\
\vdots & \ddots & \vdots \\
H^k_{G1} & \cdots & H^k_{GG}
\end{bmatrix}.
$$

(2)

We indicate the $n$-th user in group $g$ by $(g, n)$ and we refer to it as user $(g, n)$. Similarly, we refer to the line connecting this user to the DSL network as line $(g, n)$. The sub-vectors $x^g \equiv \left(x^k_{(g,1)}, \ldots, x^k_{(g,N_g)}\right)^T$, $y^g \equiv \left(y^k_{(g,1)}, \ldots, y^k_{(g,N_g)}\right)^T$, and $z^g \equiv \left(z^k_{(g,1)}, \ldots, z^k_{(g,N_g)}\right)^T$ are transmitted, received, and noise vector for group $g$, respectively, and the sub-matrix $H^k_{gg'}$ is (the conjugate transpose of) the crosstalk channel matrix from group $g$ to group $g'$ on tone $k$ with the $n$-th column denoted by $H^k_{g,n}$. We assume that all the entries of the channel $H^k$ are known and can be used in calculation of the (per-group) vector encoder structures and transmit powers. We also assume that the channel is normalized such that $E\left\{x^k_{(g,n)}\right\} = 1$, where $E\{\cdot\}$ denotes the expectation operator. The correlation between the elements of $z^k$ can be nonzero (e.g., in the presence of unmanaged users) but is ignored as (to the best of authors’ knowledge) it cannot be exploited [12]. Each group $g$ forms the following vector BC

$$y^k_g = [H^k_{gg}]^H x^k_g + \zeta^k_g,$$

(3)

where

$$x^k_g = \sum_{n=1}^{N_g} u^k_{(g,n)} q^k_{(g,n)}$$

(4)

Using the vector $y^k$ in (1) and the vector $y^k_g$ in (3) we can express the transmitted vector in group $g$, $u^k_{(g,n)}$ and $q^k_{(g,n)}$ are the data symbol and the transmit filter for user $(g, n)$ on tone $k$, and

$$\zeta^k_g = z^k_g + \sum_{g' \neq g} [H^k_{g'g}]^H x^k_{g'},$$

(5)

is the sum noise and crosstalk for group $g$. Finally, the transmit power for user $(g, n)$ on tone $k$ is $s^k_{(g,n)} = \left|q^k_{(g,n)}\right|^2$, where

$$s^k_{(g,n)} = E\left\{u^k_{(g,n)}\right\}^2$$

and $\|\cdot\|$ denotes the $\ell_2$ norm.

Equation (3) can be arranged into the following matrix form

$$y^k = [H^k]^H u^k + z^k,$$

(6)

where $u^k = \left([u^k_1]^T, \ldots, [u^k_{G}]^T\right)^T$, $u^k_g = \left([u^k_{(g,1)}, \ldots, u^k_{(g,N_g)}]^T\right)^T$, and

$$H^k = \begin{bmatrix}
Q^k_1 & 0 & \cdots & 0 \\
0 & Q^k_2 & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & Q^k_G
\end{bmatrix},$$

(8)

and $Q^k_g \equiv \left[q^k_{(g,1)} q^k_{(g,2)} \cdots q^k_{(g,N_g)}\right]$. 

B. Rate, Power, and SNR

In DSL, the number of bits that can be loaded on tone $k$ of user $(g, n)$ is given by

$$b^k_{(g,n)} = \min \left\{b_{\max}, \log_2 \left(1 + \frac{1}{\Gamma \SNR^*_{(g,n)}}\right)\right\},$$

(9)

where $b_{\max}$ is the maximum number of bits that can be loaded on a tone, $\Gamma$ denotes the floor function, $\Gamma$ is the SNR gap, and $\SNR^*_{(g,n)}$ is the SNR of user $(g, n)$ on tone $k$. The SNR depends on the structure of the vector encoders for each BC group. For linear encoders the SNR is given by

$$\SNR^*_{(g,n)} = \frac{s^k_{(g,n)} \left|\hat{h}^k_{(g,n)}(g,n)\right|^2}{\left(1 + \sum_{n'=1; n' \neq n}^{N_g} s^k_{(g,n')} \left|\hat{h}^k_{(g,n')}\right|^2\right) + \sum_{g'=1; g' \neq g}^{G} N_g s^k_{(g',n')} \left|\hat{h}^k_{(g',n')}\right|^2},$$

(10)

where by definition $\hat{h}^k_{(g',n')}\left(\hat{g}',\hat{n}'\right)$ is the element of $\hat{H}^k$ located on the row and the column corresponding to the lines $(g', n')$ and $(g, n)$, respectively. For non-linear vector DPC encoders (e.g., the vector THP [14]), the SNR depends on the transmit filters (i.e., the matrix $Q^k$) as well as the encoding order. A vector DPC encodes the users one by one, such that the crosstalk originating from the previously encoded users is canceled. Assuming the encoding order is from the first user
to the last user in each group, the SNR is given by

\[
\text{SNR}^k_{(g,n)} = s_k^{(g,n)} \left| \hat{h}^k_{(g,n)} \right|^2 / \left( 1 + \sum_{n'=n+1}^{N_g} s_{k}^{(g,n')} \left| \hat{h}^k_{(g,n')} \right|^2 \right)
\]

(11)

The total bit rate of user \((g,n)\) and transmit power on line \((g,n)\) are respectively given by

\[
R_{(g,n)} = f_s \sum_{k=1}^{K} b^k_{(g,n)}, \quad (12)
\]

and

\[
P_{(g,n)} = \Delta_t \sum_{k=1}^{K} p^k_{(g,n)}, \quad (13)
\]

where \(f_s\) is the DMT symbol rate, \(\Delta_t\) is the tone spacing,

\[
p^k_{(g,n)} \equiv \left[ Q_g^k a^k_g q^k_g \right]_{n,n}^H \quad (14)
\]

is the transmit power on tone \(k\) of line \((g,n)\), \(S_g^k \equiv \text{diag} \{ s^k_g \}\), \(s^k_g \equiv (s^k_{g,1}, \ldots, s^k_{g,N_g})^T\), and \(\text{diag} \{ a \}\) denotes a diagonal matrix with diagonal elements equal to the elements of vector \(a\). Note that the transmit power on line \((g,n)\) is not equal to the transmit power of user \((g,n)\) in the general case.

C. Problem Definition

The joint DSM 2/3 problem is defined as follows. Find the optimal encoder structure and the required transmit spectra (or equivalently \(s^k_{(g,n)}\)), in order to maximize

\[
\sum_{g=1}^{G} \sum_{n=1}^{N_g} \omega_{(g,n)} R_{(g,n)}/f_s, \quad (15)
\]

subject to the following per-line total transmit power constraints

\[
P_{(g,n)} \leq P_{\text{max}}^{(g,n)}, \quad \forall (g,n); 1 \leq g \leq G, 1 \leq n \leq N_g, \quad (16)
\]

and/or the following per-line nominal PSD mask constraints

\[
p^k_{(g,n)} \leq p_{\text{mask}}^{(g,n)}, \quad \forall k, (g,n); 1 \leq k \leq K, 1 \leq g \leq G, 1 \leq n \leq N_g, \quad (17)
\]

where the variable \(\omega_{(g,n)} \geq 0\) is the (bit rate) weight factor for user \((g,n)\), \(P_{\text{max}}^{(g,n)}\) is the total transmit power budget for line \((g,n)\), and \(p_{\text{mask}}^{(g,n)}\) is the nominal PSD mask for line \((g,n)\) on tone \(k\).

III. IF/BC Design and Optimization

The joint DSM 2/3 design consists of the encoder design inside the groups (the DSM 3 part) and spectrum balancing among all of the users in all groups (the DSM 2 part). A joint DSM 2/3 algorithm, namely, the \textit{grouped ZFP-OB} algorithm has been proposed in [15]. In this algorithm, a ZFP is used in each group on each tone. Then, the OSB algorithm is applied jointly over all users in all groups to calculate the transmit PSDs of the users maximizing the weighted sum rate in (15) under the total power and PSD mask constraints in (16) and (17). A similar structure is the \textit{grouped ZF-THP-OB}. The grouped ZF-THP-OB is similar to the grouped ZF-OB, and is obtained by using a ZF-THP instead of the ZFP inside each group\(^4\). The structure of the ZF-THP for DSL has been explained in [14]. The QR decomposition of the channel matrix is used to implement the THP encoder efficiently in an iterative manner.

The ZFP and ZF-THP remove the crosstalk between users in the same group perfectly. However, they are not optimal in mitigating the crosstalk from the users in their group to the users belonging to other groups. Therefore, we call these schemes as selfish solutions per each group.

The transmit filters for the grouped ZFP and the grouped ZF-THP are obtained from the channel matrix inverse in each group. However, calculation of the optimal transmit filters for either the grouped linear pre-coder or the grouped non-linear THP is a non-convex problem. In this section, we solve this problem by using dual optimization techniques and generalizing the MAC/BC duality theory with per-line power constraints [5].

A. Dual Optimization

The joint DSM 2/3 problem defined by (15)-(17) is a non-convex problem with its complexity growing exponentially in the number of tones \(K\) (it is also exponential in the number of users \(N\)). By applying dual optimization techniques\(^5\), the complexity is reduced to a linear function of \(K\). Applying dual optimization techniques [16], [17], we obtain the following \(K\) per-tone optimization problems

\[
\text{maximize } \mathcal{L}_k, \quad \text{for } k = 1, \ldots, K, \quad (18)
\]

where \(\mathcal{L}_k\) is the Lagrangian on tone \(k\) defined by

\[
\mathcal{L}_k \equiv \sum_{(g,n)} \omega_{(g,n)} b^k_{(g,n)} - \sum_{(g,n)} \left( \theta_{(g,n)} + \lambda^k_{(g,n)} \right) p^k_{(g,n)} \quad (19)
\]

where \(\theta_{(g,n)} \geq 0\) and \(\lambda^k_{(g,n)} \geq 0\) are the dual variables associated with the constraints in (16) and (17), respectively. These variables will be referred to as the Lagrange multiplier, and the per-tone Lagrange multiplier associated with line \((g,n)\), respectively. The maximization in (18) is carried out over the structure of the encoders and the transmit powers of the users. For a linear encoder, the structure is described by the transmit filters \(q^k_{(g,n)}\). For a non-linear THP, it is described by the transmit filters as well as the order of encoding in each group.

B. Generalized BC-MAC Duality (with Partial Signal Coordination and Per-Line Power Constraints)

In this section, we generalize the well-known duality between (fully coordinated) BC and MAC scenarios to BC

\(^4\)We assume that the encoding order in each group \(g\) is determined by the order of the weight factors \(\omega_{(g,1)} \geq \omega_{(g,N_g)}\) where the user with the largest weight factor is encoded first and the user with the smallest weight factor is encoded last.

\(^5\)We will discuss the optimality of the dual optimization techniques for solving problem (15)-(17) in the appendix.
and MAC scenarios with partial signal coordination among users and per-line power constraints. Among the BC and MAC scenarios with partial signal coordination, the IF/BC and its dual IF/MAC will be studied in more detail due to its application in joint DSM 2/3 for DSL. The original BC-MAC duality states that with the same sum transmit power, the same set of multiuser SNRs (or bit rate) is achievable in a (flat single-carrier) BC and in its dual MAC, where the dual MAC matrix is simply the conjugate transpose of the primal BC matrix [2], [3]. This result was later generalized in [5], to the case where per-transmitter power constraints are defined in the BC rather than a sum transmit power constraint. This form of duality is of a much higher interest in the DSL context as usually the relevant constraints in DSL are indeed the per-line total transmit power and nominal PSD mask constraints, as described by (16) and (17).

First we consider linear vector encoders (see Section III-C for the case of non-linear encoders). Our goal here is to calculate the optimal transmit filters \( q_k^{(g,n)} \) and the transmit power of the users (or alternatively \( s_k^{(g,n)} \)) maximizing \( L_k \) in (19). For ease of notation, we drop the tone index \( k \) and ignore the group index \( g \) and use a single index (e.g., \( i \) \((1 \leq i \leq N))\) to refer to the users. With these simplifications, (10) is written as

\[
\text{SNR}^\text{BC}_i = \frac{s_i |\hat{h}_{ii}|^2}{1 + \sum_{j \neq i} s_j |\hat{h}_{ij}|^2},
\]

where \( \hat{h}_{ji} = [\hat{H}]_{j,i} \), and \( \hat{H} \equiv Q^H \hat{H} \). From this, the required transmit powers \( s \equiv (s_1, s_2, \ldots, s_N)^T \) to reach the SNR vector \((\gamma_1, \gamma_2, \ldots, \gamma_N)^T \) is obtained by [8]

\[
s = X^{-T} 1, \tag{21}
\]

where \( 1 \) is the all one column vector of size \( N \), which is the noise power vector in the normalized channel and

\[
X \equiv \begin{bmatrix}
|\hat{h}_{11}|^2 & -|\hat{h}_{12}|^2 & \cdots & -|\hat{h}_{1N}|^2 \\
-|\hat{h}_{21}|^2 & |\hat{h}_{22}|^2 & \cdots & \vdots \\
\vdots & \ddots & \ddots & -|\hat{h}_{(N-1)N}|^2 \\
-|\hat{h}_{N1}|^2 & \cdots & -|\hat{h}_{NN}|^2 & |\hat{h}_{NN}|^2
\end{bmatrix}.
\]

Matrix \( X \) is ill-defined when any of the SNRs is zero. In this case, it is easy to see that the transmit power corresponding to users with zero SNR is zero. In order to calculate the power for the other users, the rows and columns of \( X \) corresponding to users with zero SNR are removed and then the so reduced (21) is used.

Now consider the following dual MAC

\[
\hat{y} = H \hat{x} + \hat{z}, \tag{23}
\]

where \( \hat{x}, \hat{y}, \) and \( \hat{z} \) are the transmitted, received, and noise vectors respectively. Let

\[
E \left\{ \hat{z} \hat{z}^H \right\} = \Lambda \equiv \text{diag} \{\lambda_1, \lambda_2, \ldots, \lambda_N\}, \tag{24}
\]

for given \( \lambda_i \)'s, denote the noise covariance matrix and assume that the reception filters are \( Q^H \). That is, the decision variables are obtained by

\[
\hat{y} = Q^H \hat{x} + Q^H \hat{z}. \tag{25}
\]

The SNR for user \( i \) is calculated by

\[
\text{SNR}^{\text{MAC}}_i = \frac{s_i |\hat{h}_{ii}|^2}{\sigma_i^2 + \sum_{j \neq i} s_j |\hat{h}_{ij}|^2}, \tag{26}
\]

where \( s_i \) is the transmit power for user \( i \), and \( \sigma_i^2 \equiv \left[ E \left\{ Q^H \hat{z} \hat{z}^H Q \right\} \right]_{i,i} \). Then the required transmit powers \( \hat{s} \equiv (\hat{s}_1, \hat{s}_2, \ldots, \hat{s}_N)^T \) to reach the SNR vector \((\gamma_1, \gamma_2, \ldots, \gamma_N)^T \) is obtained by

\[
\hat{s} = X^{-1} \sigma, \tag{27}
\]

where \( \sigma = (\sigma_1^2, \sigma_2^2, \ldots, \sigma_N^2)^T \). It can be seen that when \( \text{SNR}^{\text{MAC}} = \text{SNR}^{\text{BC}}_i \) the following relationship exists between the transmit powers in the dual MAC and the per-line transmit powers in the primal BC

\[
\sum_i \hat{s}_i = \sum_i \lambda_i p_i, \tag{28}
\]

The proof is straightforward using (21) and (27) as follows

\[
\sum_i \hat{s}_i = 1^T \hat{s} \overset{(27)}{=} 1^T X^{-1} \sigma \overset{(21)}{=} s^T \sigma = \text{trace} \left\{ S Q^H A \right\} \equiv \begin{bmatrix}
\lambda_1 \\
\lambda_2 \\
\vdots \\
\lambda_N
\end{bmatrix} = \sum_i \lambda_i p_i,
\]

where \( S \equiv \text{diag} \{s\} \) and \( p_n = \left[ Q S Q^H \right]_{n,n} \). It should be noted that for any achievable set of SNRs in the primal BC, the calculated powers in the dual MAC are non-negative as long as \( \lambda_1 \) to \( \lambda_N \) are non-negative. To prove this, we first rewrite (21) as follows

\[
s = (I - A^T)^{-1} b, \tag{29}
\]

where \( I \) is the identity matrix, \( b \equiv \left( \frac{\gamma_1}{|\hat{h}_{11}|^2}, \ldots, \frac{\gamma_N}{|\hat{h}_{NN}|^2} \right)^T \) and \( A \equiv I - X \text{diag} (b) \). Note that \( A \) is a non-negative matrix with diagonal elements equal to zero. If a positive solution to (29) exists, the Perron-Frobenius norm of \( A \) is smaller than 1, meaning that the inverse of \( I - A^T \) is an all positive matrix [2], [18], [19]. Thus \( X^{-1} \) is also an all positive matrix. Therefore, the solution to (27) is positive for any positive set of \( \lambda_1 \) to \( \lambda_N \).

Formula (28) holds for any partial signal coordination among the users. In fact the admitted signal coordination determines the non-zero elements of \( Q \), where \( [Q]_{i,j} \) is set to zero if users \( i \) and \( j \) are not coordinated at the signal level. For BCs with full signal coordination, there are no zeros in \( Q \). For the IF/BC scenario, \( Q \) consists of square sub-matrices \( Q_g \) \((1 \leq g \leq G)\) on its diagonal and the rest of its elements are zero, as shown in (8). In the general case, there is no restriction on the location of the zeros of \( Q \), other than there
should be at least one non-zero element in each column of $Q$. In DSL, normally the diagonal elements of $Q$ are non-zero. An example, for which the zeros of $Q$ could be irregularly located, is the partial crosstalk cancellation of DSL [20–22].

Now consider the dual MAC defined by $\mathbf{H}^k$ and assume that its noise power for line $(g, n)$ is $\theta_{(g,n)} + \lambda^k_{(g,n)}$. It is noteworthy that there is a one to one relationship between the primal BC bit loadings $b^k_{(g,n)}$ and the minimum SNRs needed to load them, i.e., $\gamma^k_{(g,n)} = \Gamma \left( 2^{b^k_{(g,n)}} - 1 \right)$. A similar formula holds for the dual MAC bit loadings $b^k_{(g,n)}$. Therefore, if we use the same SNRs $\gamma^k_{(g,n)}$ in the primal BC and dual MAC, we can load the same number of bits in the primal BC and dual MAC, i.e., $b^k_{(g,n)} = b^k_{(g,n)}$. Using (28), the Lagrangian in (19) can then be written as

$$\mathcal{L}_k = \tilde{\mathcal{L}}_k \equiv \sum_{(g,n)} \omega_{(g,n)} \tilde{\theta}^k_{(g,n)} - \sum_{(g,n)} \tilde{s}^k_{(g,n)},$$

(30)

Thus, instead of solving (18), which is a non-convex problem, we can maximize (30). Maximizing (30) is not a convex problem in the dual IF/MAC channel either. However, for each set of bit loadings, the required transmit powers in the dual IF/MAC and the optimal reception filters can be calculated easily (Algorithm 2 in [1]). Therefore, by running an exhaustive search over the space of bit loadings, the optimal solution in the dual channel can be found. It is also possible to run the exhaustive search over the space of transmit powers in the dual channel as explained in [1]. The optimal transmit filters in the dual MAC are the minimum mean squared error (MMSE) filters.

In the general case, the MMSE filters can be calculated as follows. Let $q_i$ denote the $i$-th column of $Q$ and assume $M_i$ denotes the number of non-zero elements of $q_i$. Assume the $M_i \times N$ matrix $\mathbf{H}_i$ is obtained by removing the rows of $\mathbf{H}$ corresponding to the zero elements of $q_i$ and let $\mathbf{h}_i$ denote its $i$-th column. Similarly, assume the $M_i \times M_i$ matrix $\mathbf{\Lambda}_i$ is obtained by removing the rows and the columns of $\mathbf{A}$ corresponding to the zero elements of $q_i$. Then the non-zero elements of $q_i$ are calculated by

$$\tilde{q}_i = \mathbf{C}_i^{-1} \tilde{\mathbf{h}}_i,$$

(31)

where $\mathbf{C}_i = \mathbf{H}_i \mathbf{S}_i \mathbf{H}_i^H + \mathbf{\Lambda}_i$ is the sum noise and interference covariance matrix for user $i$ and $\mathbf{S} \equiv \text{diag} \{ \tilde{s}_1, \ldots, \tilde{s}_{i-1}, 0, \tilde{s}_{i+1}, \ldots, \tilde{s}_N \}$. The SNR is obtained as

$$\text{SNR}_i = \tilde{s}_i q_i^H \tilde{\mathbf{h}}_i.$$  

(32)

In joint DSM 2/3 scenarios, the MMSE filter for user $(g, n)$ is calculated from (31) by

$$\tilde{q}_{(g,n)} = \left( \mathbf{H}_g^k \mathbf{S}_{(g,n)}^k [\mathbf{H}_g^k]^H + \Theta_g + \Lambda_g \right)^{-1} h^k_{(g,n)},$$

and the SNR is

$$\text{SNR}^k_{(g,n),i} = \tilde{s}^k_{(g,n)} \left[ \tilde{q}_{(g,n)}^k \right]^H h^k_{(g,n)},$$

(34)

where $\mathbf{H}_g^k \equiv \left[ \mathbf{H}_g^k \mathbf{H}_{g2}^k \cdots \mathbf{H}_{gN}^k \right]$, $h^k_{(g,n)}$ is the $n$-th column of $\mathbf{H}_g^k$, $\mathbf{S}^k \equiv \text{diag} \{ \tilde{s}^k_{(1,1)}, \ldots, \tilde{s}^k_{(g,n-1)} \}$, $0, \tilde{s}^k_{(g,n+1)}, \ldots, \tilde{s}^k_{(G,N)} \}, \Theta_g \equiv \text{diag} \{ \theta_{(g,1)}, \ldots, \theta_{(g,N)} \}$, and $\Lambda_g^k \equiv \text{diag} \{ \lambda^k_{(g,1)}, \ldots, \lambda^k_{(g,N)} \}$. At the termination of the exhaustive search the optimal solution found is used to calculate the required per-user and per-line transmit powers in the primal BC using (21) and (14).

C. Non-Linear Encoder and Decoder Structures

So far we have studied the general duality between the BC and MAC assuming linear encoders and decoders. By using the non-linear vector DPC encoder, the contribution of the crosstalk for the users that are already encoded in each group is removed in the SNR (compare (11) to (10)), the effect of which is that the corresponding entries in matrix $\mathbf{X}$ (defined in (22)) will be zero. Consequently

$$s = \mathbf{X}^{-1} \mathbf{1},$$

(35)

where

$$[\mathbf{X}]_{i,j} = \begin{cases} 0, & \text{if } i \text{ and } j \text{ are coordinated at the signal level and } i \text{ is encoded before } j, \\ [\mathbf{X}]_{i,j}, & \text{otherwise}. \end{cases}$$

(36)

The BC-MAC duality will not hold unless we use the dual decoder structure of the vector DPC encoder in the MAC. The dual of the vector DPC encoder is the generalized decision feedback equalizer (GDFE) [2], [14]. Assuming the same combination of signal coordination among users, by using a GDFE structure in the dual MAC and setting the decoding order as the reverse of the encoding order in the primal BC, we will be able to restore the BC-MAC duality. The GDFE removes the crosstalk originating from the already decoded users, resulting in exactly the same zeros in $\mathbf{X}$ as those resulting from the DPC encoder operation in the primal BC. Therefore,

$$\tilde{s} = \mathbf{X}^{-1} \sigma.$$  

(37)

Equations (35) and (37) portray the duality between the BC using the DPC encoder and the MAC using the GDFE with partial signal coordination. Again, the MMSE filters maximize the SNR and are optimal. In the general case, the non-zero elements of the MMSE-GDFE filter for user $i$ are calculated by

$$\tilde{q}_i = \mathbf{C}_i^{-1} \tilde{\mathbf{h}}_i,$$

(38)

where $\mathbf{C}_i = \mathbf{H}_i \mathbf{S}_i \mathbf{H}_i^H + \mathbf{\Lambda}_i$ is the noise covariance matrix for user $i$, $\mathbf{H}_i$ and $\mathbf{\Lambda}_i$ are defined in Section III-B, $\tilde{\mathbf{h}}_i$ is the $i$-th column of $\mathbf{H}_i$, $\mathbf{S}_i \equiv \text{diag} \{ \tilde{s}_{i,1}, \ldots, \tilde{s}_{i,i-1}, 0, \tilde{s}_{i,i+1}, \ldots, \tilde{s}_{i,N} \}$, and $\tilde{s}_{ij} \equiv \begin{cases} 0, & \text{if } i \text{ and } j \text{ are coordinated at the signal level and } i \text{ is decoded after } j, \\ \tilde{s}_j, & \text{otherwise}. \end{cases}$

(39)

In joint DSM 2/3 scenarios, assuming that the decoding order is from the first user to the last user in each group, the MMSE-GDFE filter for user $(g, n)$ is calculated by

$$\tilde{q}_{(g,n)} = \left( \mathbf{H}_g^k \mathbf{S}_{(g,n)}^k [\mathbf{H}_g^k]^H + \Theta_g + \Lambda_g^k \right)^{-1} h^k_{(g,n)},$$

(40)
where \( \mathbf{S}^k = \text{diag}\left\{ z^k_{(1,1)}, \ldots, z^k_{(g-1,N_{g-1})}, 0, \ldots, 0, z^k_{(g,n+1)}\right\} \).}

D. IF/BC-OSB Algorithm

A pseudocode representation of the optimal joint DSM 2/3 algorithm in DS direction, referred to as the IF/BC-OSB algorithm, is given in Algorithm 1. The IF/BC-OSB algorithm finds the optimal transmit powers based on OSB over all users as well as the optimal encoding order and transmit filters for vector THPs per group. The algorithm consists of six nested loops. In the first loop, the Lagrange multipliers corresponding to the per-line total power constraints \( \{\theta(g,n)\} \) are optimized. In the second loop, the tone index is selected in order to solve the corresponding per-tone optimization problem. In the third loop, the per-tone Lagrange multipliers corresponding to the nominal PSD mask constraints \( \{\lambda_k(g,n)\} \) are optimized. In the fourth loop, an exhaustive search is carried out to find the optimal value of the transmit powers in the dual IF/MAC channel \( \{\tilde{z}^k_{g,n}\} \). The two inner-most loops test all decoding orders in the dual IF/MAC channel to find those resulting in the largest per-tone Lagrangian. The outer loop of the two selects the group index \( g \) and then the optimal reception filters \( \tilde{q}^k_{g,n} \) and the corresponding bit loadings \( \tilde{b}^k_{g,n} \) are calculated in the inner loop based on the parameter values set in the outer loops.

Note that, given the transmit powers in the dual IF/MAC, the optimal decoding order in each group is independent of the decoding order in other groups. This allows us to optimize the decoding order of each group independently of the other groups, which results in a considerable computational complexity reduction. To implement this, the weighted sum rate in each group is optimized over all decoding orders and the optimal solution is stored in \( \mathcal{W}^g_{\text{max}} \). Then the Lagrangian is calculated by \( \mathcal{L}^g_k = \sum_g \mathcal{W}^g_{\text{max}} - \sum_n \tilde{z}^k_{g,n} \). This Lagrangian is partially optimized as the decoding orders in the groups are optimized. The global optimum is calculated by searching through the transmit powers in an outer loop. The optimal solution is later used to calculate the per-line transmit powers in the primal IF/BC, i.e., \( p^k_{(g,n)} \).

When the sum of the Lagrange multipliers for a user \( \{\theta(g,n) + \lambda_k(g,n)\} \) is zero, the noise covariance matrix will be rank-deficient during the exhaustive search on the transmit powers for some particular sets of transmit powers and decoding orders. As a result the reception filters could not be calculated using (40). In order to avoid this problem, we can simply assume \( \theta(g,n) \) (or \( \theta(g,n) + \lambda_k(g,n) \)) are lower bounded by a sufficiently small positive constant.

E. Computational Complexity Reduction

The computational complexity of Algorithm 1 is \( \Omega\left(3\beta_1 K N_g N^2 g \sum_{g=1}^G N_g N^2_3\right) \), where \( \beta_1 \) is the number of iterations required for optimizing \( \{\theta(g,n)\} \), \( K \) is the number of iterations of the second loop, \( \beta_2 \) is the number of iterations required for optimizing \( \{\lambda_k(g,n)\} \), \( \alpha^N \) is the size of the dual transmit power search space assuming \( \alpha \) distinct power levels for each user, \( N_g! \) is the number of permutations of transmission powers per user, and \( \sum_k \sum_n \tilde{z}^k_{g,n} \) is the number of iterations required for optimizing \( \mathcal{L}^g_k \).
decoding orders in group \( g \), and \( N_g^3 \) is the computational complexity of calculating the transmit filters \( q_{(g,n)}^k \) and bit loadings \( b_{(g,n)}^k \) in group \( g \). Note that when the GDFE is used, the calculation of the transmit filters for each user in group \( g \) involves a matrix inverse operation, each time with complexity \( \mathcal{O} \left( N_g^3 \right) \). However, using the matrix inversion lemma, it is possible to calculate all filters in a group with \( \mathcal{O} \left( N_g^3 \right) \) complexity in total [23]. The number of iterations required for optimizing the Lagrange multipliers, i.e., \( \beta_1 \) and \( \beta_2 \), depends on the employed algorithm. Using the iterative facet dividing algorithm [24], we have \( \beta_1, \beta_2 = \mathcal{O} \left( N \log \frac{1}{\epsilon} \right) \), where \( \epsilon \) is the desired precision.

The overall computational complexity of Algorithm 1 is large when the number of users is large. In order to reduce the complexity we can apply (all or some of) the following three simplifying steps.

First, we can use a computationally efficient spectrum balancing algorithm such as the iterative spectrum balancing (ISB) instead of the OSB [8]. By doing so, the \( \alpha^N \) factor, which is exponential in the number of users, is replaced by a (degree one to three) polynomial factor in \( N \) and \( \alpha \).

Second, instead of testing all decoding orders, the decoding order in the dual IF/MAC can be set according to the order of weights \( \omega_{(g,n)} \) such that the user with the smallest weight is decoded first and the user with the largest weight is decoded last. Despite being optimal for ideal systems with zero capacity gap, this approach is not optimal in the general case. However, in [1] this has been shown to be near-optimal for IF/MAC channels in the presence of spectrum balancing. This will replace the factor \( \sum_{g=1}^{G} N_g! N_g^3 \) in the computational complexity by \( \sum_{g=1}^{G} N_g^3 \). Alternatively, one can use the computationally efficient algorithms proposed in [25] and [23] for finding the optimal decoding order, which are near-optimal in the general case.

Third, we can dismiss the optimization of \( \lambda_{(g,n)}^k \) and set them to a sufficiently small constant (e.g., one) for all users \( (g,n) \). This will reduce the computational complexity with only a very small loss in the achieved bit rates. Aside from that, this improves the robustness of the algorithm against numerical errors because finding the Lagrange multipliers to meet the PSD mask constraints tightly proves to be a heavily error-prone process in typical DSL channels. We explain this for a special case in the following:

Consider the normalized \( 2 \times 2 \) BC defined by \( H \equiv \begin{bmatrix} h_{11} & h_{12} \\ h_{21} & h_{22} \end{bmatrix} \) and assume we aim to minimize the sum power \( \lambda_1 p_1 + \lambda_2 p_2 \) subject to \( \text{SNR}_1 \geq \gamma_1 \) and \( \text{SNR}_2 \geq \gamma_2 \). By solving the equations in Section III analytically, we have calculated the per-line transmit powers for a DPC encoder with encoding order \( \{1, 2\} \) as a function of \( \lambda_1 \) and \( \lambda_2 \) as follows:

\[
p_1 = \gamma_1 \left( \lambda_2 a_1 h_{11} + \gamma_2 (h_{11} |h_{12}|^2 - h_{11} h_{21} h_{12}^* h_{12}) \right) a_1 a_2 (a_4 h_{11} + a_3 h_{21})^2 + \gamma_2 |h_{12}|^2 \left( 1 + \gamma_1 \frac{a_4 h_{11} + a_3 h_{21}}{a_4 h_{11} + a_3 h_{21}} \right) \left( a_4 h_{11} + a_3 h_{21} \right)^2,
\]

where \( a_1 = \frac{|h_{11}|^2 + |h_{12}|^2}{h_{11}^2}, a_2 = \lambda_1 \lambda_2 (1 + \gamma_2), a_3 = a_5^{-1} (\lambda_1 h_{21} a_1 + \gamma_2 h_{21}^* |h_{12}|^2 - \gamma_2 h_{12} h_{11} h_{12}^* h_{12}), a_4 = a_5^{-1} (\lambda_2 h_{11} a_1 + \gamma_2 h_{11}^* |h_{22}|^2 - \gamma_2 h_{22} h_{21} h_{22}^* h_{21}), a_5 = \lambda_1 \lambda_2 a_1 + \lambda_1 \gamma_2 |h_{22}|^2 + \lambda_2 \gamma_2 |h_{12}|^2, \) and \((\cdot)^*\) denotes complex conjugate operation.

For a two-user DSL scenario with loop lengths 400 and 800 m, the normalized channel matrix at the carrier frequency of 6 MHz is given by \( 20 \log_{10} |H| = 170 - 25.8 \times 10^{-6} \) dB. Figure 1 shows \( p_1 \) vs. \( p_2 \) in dB and linear scales to reach \( \gamma_1 = \gamma_2 = 39.55 \) dB which is the required SNR to load 10 bits assuming that \( \Gamma = 9.45 \) dB. As it can be seen, although \( p_1 \) and \( p_2 \) fluctuate vividly with respect to each other in the dB scale; the curve looks like two vertical and horizontal line sections with a common end in the linear scale. Geometrically, the process of minimizing \( \lambda_1 p_1 + \lambda_2 p_2 \) can be interpreted as finding the tangency point of a line with slope \(-\lambda_1/\lambda_2\) with the curve in the linear scale. Since the curve has a slope that is either extremely close to 0 or extremely close to infinite (corresponding to the two line sections), the process is...
the optimized solution with the desired precision without necessarily finding the optimal Lagrange variables precisely.

Taking all of the aforementioned points into account, we obtain the simplified algorithm listed in Algorithm 2.

### IV. Simulation Results

For a three-user VDSL2 scenario depicted in Fig. 2, we have simulated the proposed algorithms (Algorithm 1 and Algorithm 2) as well as several other algorithms or schemes, including grouped ZFP-OSB, grouped ZF-THP-OSB, grouped optimal linear pre-coder (OLP)-OSB, OSB, and static spectrum management (SSM). These schemes are listed in Table I. The scenario consists of two groups of VDSL2 E17 loops [26]. The first group consists of an 800 m loop and a 400 m loop and the second group consists of a single 400 m loop. Simulation parameters are given in Table II.

Figure 3 shows the average bit rate of the lines in the two groups versus each other. To obtain this figure, we have executed the algorithms for \(\omega_{1,1} = \omega_{1,2} = w\) and \(\omega_{2,1} = 1 - w\), where \(w\) is swept from 0 to 1 in 0.05 steps. The performance of sub-optimal spectrum balancing algorithms such as ISB has been comprehensively studied in the literature. Therefore, in this figure, we have simulated the simplified IF/BC-OSB algorithm (and all other algorithms involving spectrum balancing) using the OSB, so that we could study the effect of our other simplifications (i.e., setting the encoding order according to the order of weights and fixing \(\lambda_{g,n}\) to 1) on the optimality of the algorithm more precisely.

#### A. IF/BC-OSB vs. Grouped ZFP-OSB and Grouped ZF-THP-OSB

As it can be seen, the IF/BC-OSB algorithm and its simplified version achieve considerably higher bit rates compared to the grouped ZFP-OSB and grouped ZF-THP-OSB algorithms. This is a paradoxical result as the ZFP is known to be near-optimal in DSM 3 [13] and ZF-THP is obviously superior to ZFP. Moreover, the same spectrum balancing algorithm (i.e., OSB) is used for all these algorithms. The combination of these near-optimal encoding schemes with OSB, however, is sub-optimal in IF/BC scenarios. This can be explained as follows. For any set of transmit powers, the ZFP or ZF-THP in the first group acts (near-) optimally if we consider the benefit of the users in the same group only. However, the resulting crosstalk power to the lines in the second group has not been

**Algorithm 2: The Simplified IF/BC-OSB Algorithm**

Set the decoding order in the groups according to the order of weight factors \(\omega_{g,n}\):

\[ \lambda_{g,n} \leftarrow 1, \text{ for all } (g, n) \] (1 \( \leq g \leq G \) and 1 \( \leq n \leq N_g));

repeat

Set/update \(\theta_{g,n}\), \(\forall (g, n)\);

for \(k = 1\) to \(K\) do

repeat

Set/update \(s_k^{g,n}\), \(\forall (g, n)\) (using a fast spectrum balancing algorithm);

/* Solving the problem in the dual channel */

Calculate \(\bar{q}_{k}^{g,n}\), \(\forall (g, n)\) using (40);

Calculate \(\bar{b}_{k}^{g,n}\), \(\forall (g, n)\) using (34) and (9);

Calculate \(p_{k}^{g,n}\), \(\forall (g, n)\), using (21) and (14);

if \(p_{k}^{g,n} \leq p_{k,\text{mask}}\), \(\forall (g, n)\) then

Calculate \(L_k\) using (30);

if \(L_k > L_{k,\text{max}}\) then

\[ L_{k,\text{max}} \leftarrow L_k; \]

/* Store/update the so far optimal solution on tone \(k\) */

\[ q_{k,\text{opt}}^{g,n} \leftarrow \bar{q}_{k}^{g,n}; \]

\[ b_{k,\text{opt}}^{g,n} \leftarrow \bar{b}_{k}^{g,n}; \]

\[ p_{k,\text{opt}}^{g,n} \leftarrow p_{k}^{g,n}; \]

until the transmit power space in the dual channel is searched;

\[ P_{(g,n)} \leftarrow \Delta_i \sum_{k=1}^{K} p_{k,\text{opt}}^{g,n}, \forall (g, n); \]

until \(P_{(g,n)} = P_{\text{max}}^{(g,n)}\) or \((P_{(g,n)} < P_{\text{max}}^{(g,n)}\) and \(\theta_{(g,n)} = 0\), \(\forall (g, n)\);
<table>
<thead>
<tr>
<th>NAME</th>
<th>ENCODING</th>
<th>FILTER TAPS</th>
<th>SPECTRUM BALANCING</th>
</tr>
</thead>
<tbody>
<tr>
<td>IF/BC-OSB</td>
<td>Non-Linear vector THP</td>
<td>Optimal</td>
<td>OSB</td>
</tr>
<tr>
<td>Simplified IF/BC-OSB</td>
<td>Non-Linear vector THP</td>
<td>Sub-Optimal</td>
<td>OSB (or its alternatives)</td>
</tr>
<tr>
<td>Grouped ZFP-OSB</td>
<td>Linear</td>
<td>ZF</td>
<td>OSB</td>
</tr>
<tr>
<td>Grouped ZF-THP-OSB</td>
<td>Non-Linear vector THP</td>
<td>ZF</td>
<td>OSB</td>
</tr>
<tr>
<td>Grouped OLP-OSB</td>
<td>Linear</td>
<td>Optimal</td>
<td>OSB</td>
</tr>
<tr>
<td>OLB</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SSM</td>
<td>-</td>
<td>-</td>
<td>Static</td>
</tr>
</tbody>
</table>

List of Abbreviations Used in Algorithm Names

- BC: Broadcast
- IF: Interference
- OSB: Optimal Spectrum Balancing
- SSM: Static Spectrum Management
- THP: Tomlinson-Harashima Precoder
- ZFP: Zero-Forcing Precoder

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandplan and PSD mask</td>
<td>DS VDSL2E17 B7-9 band-plan [26], [27]</td>
</tr>
<tr>
<td>Cable type</td>
<td>26 AWG [28]</td>
</tr>
<tr>
<td>Noise</td>
<td>White noise, -140 dBm/Hz</td>
</tr>
<tr>
<td>Tone spacing, $\Delta f$</td>
<td>4.3125 kHz</td>
</tr>
<tr>
<td>Symbol rate, $f_s$</td>
<td>4 kHz</td>
</tr>
<tr>
<td>$b_{max}$</td>
<td>15</td>
</tr>
<tr>
<td>$b_{min}$</td>
<td>2</td>
</tr>
<tr>
<td>Modulation Gap</td>
<td>9.75 dB</td>
</tr>
<tr>
<td>Coding Gain</td>
<td>6.3 dB</td>
</tr>
<tr>
<td>SNR Margin</td>
<td>6 dB</td>
</tr>
<tr>
<td>SNR Gap</td>
<td>9.43 dB</td>
</tr>
</tbody>
</table>

Fig. 3. Average achievable bit rate of the users in group 1 vs. achievable bit rate of the user in group 2 for the scenario in Fig. 2 using different crosstalk mitigation schemes.

B. IF/BC-OSB vs. Grouped OLP-OSB

For the grouped OLP-OSB algorithm, the transmit filters are also calculated by taking into account the benefit of all users. However, the performance of the algorithm is still inferior to IF/BC-OSB. This is justified by a deeper investigation into the structures of OLP and optimal THP. In the OLP structure, each line in group 1 receives crosstalk from the other user in group 1 and the user in group 2. The users are cooperative and try to cancel the crosstalk imposed by each user in the group to other users in the group as well as those outside the group. However, the available number of filter taps for each user (the degrees of freedom) is equal to the number of users in the group and hence smaller than the total number of users. This prevents the users from canceling the crosstalk effectively for all users particularly the crosstalk imposed to the users outside the group. However, the optimal THP structure in IF/BC-OSB pre-cancels the crosstalk for previously encoded users in each group, leaving a few degrees of freedom for each user to pre-cancel the crosstalk for the users outside the group. For example, assuming that for the simulated scenario the first user in group 1 (i.e., user (1,1)) is encoded first and the second user in group 1 (i.e., user (1, 2)) is encoded second in the THP structure, user (1, 2) can choose its filter taps to perfectly cancel the crosstalk from the users in group 1 into group 2. Therefore, the user in group 2 (i.e., user (2,1)) requires much
less power to achieve a desirable bit rate. This in turn reduces the crosstalk received by the users in group 1 from user (2, 1), resulting in an increase in their achievable bit rates as well.

C. IF/BC-OSB vs. Simplified IF/BC-OSB

As it can be seen in Fig. 3, the performance of the simplified IF/BC-OSB algorithm is almost exactly the same as for IF/BC-OSB. The difference between the achieved bit rate is less than 0.3%. To understand this, let us consider two extreme IF/BC scenarios, namely the IF channel and the BC. In IF channels, when a desired SNR vector is reachable, a vector of minimal 0.3%. To understand this, let us consider two extreme IF/BC-OSB algorithm is almost exactly the same as for IF/BC-C. IF/BC-OSB vs. Simplified IF/BC-OSB

resulting in an increase in their achievable bit rates as well.

The transmit powers which satisfy the regulatory PSD mask constraints in (17). To show the optimality, we discuss the second step corresponds to applying it on the nominal PSD mask constraints in (17). To show the optimality, we discuss that the duality gap remains zero in both steps.

By applying the dual optimization technique merely on the per-line total power constraints in (16), we obtain the following constrained optimization problem on each tone $k$

\[
\text{maximize } \sum_{(g,n)} \omega_{(g,n)} b^k_{(g,n)} - \sum_{(g,n)} \theta_{(g,n)}^k p_{(g,n)}^k \quad (43)
\]

subject to

\[
p_{(g,n)}^k \leq p_{(g,n)}^{k,\text{mask}}, \quad \forall (g,n), \quad (44)
\]

which will be transformed into (19), if we apply the dual optimization technique on the constraints in (44) too. The optimality of the first step comes from the general optimality of dual techniques for MIMO-OFDM problems when the number of tones is large [8, 17, 29, 30]. This is a well-known property of dual techniques and for this reason we do not discuss it here. To prove the optimality of the second step, consider the fourth loop in Algorithm 1, i.e., the exhaustive search over the transmit powers. The exhaustive search over the transmit powers can be replaced by an exhaustive search over the bit loadings. Then the order of this loop and the third loop, i.e., the search over the Lagrange multipliers $\lambda^k_{(g,n)}$, can be exchanged. The transmit powers in the dual channel can be calculated as a function of the bit loadings by Algorithm 2 in [1]. Since changing the decoding order in each group changes the transmit power of the users and consequently the crosstalk power into other groups, the decoding order in all groups should be optimized together. Therefore, in order not to lose the optimality, the fifth and sixth loops in Algorithm 1 should be merged into a single loop for checking all decoding orders in all groups.

By performing these changes, part of the algorithm inside the loop corresponding to the exhaustive search over the bit loadings space solves the dual of the following optimization problem for the bit loading vector $(b^k_{(1,1)}, \ldots, b^k_{(G,N_G)})$

\[
\text{minimize } \sum_{(g,n)} \theta_{(g,n)}^k p_{(g,n)}^k \quad (45)
\]

subject to

\[
\text{SNR}^k_{(g,n)} \geq \gamma^k_{(g,n)} \equiv \Gamma \left( 2^{\gamma_{(g,n)}} - 1 \right)
\]

and

\[
p_{(g,n)}^k \leq p_{(g,n)}^{k,\text{mask}}.
\]

Note that for a fixed bit loading vector, the term $\sum_{(g,n)} \omega_{(g,n)} b^k_{(g,n)}$ is constant and has been ignored in (45). The optimality of the solution can be shown if we show that

APPENDIX

A BRIEF DISCUSSION ON OPTIMALITY OF IF/BC-OSB

The proposed IF/BC-OSB algorithm uses dual optimization techniques to solve the IF/BC problem (15)-(17). In order to show that this solution is optimal, we have to show that the duality gap is zero. The application of the dual optimization techniques to solve the IF/BC problem can be separated into two main steps. The first step corresponds to applying the dual technique on the per-line total power constraints in (16). The second step corresponds to applying it on the nominal PSD mask constraints in (17). To show the optimality, we discuss that the duality gap remains zero in both steps.

In this paper, we have studied optimal joint DSM 2/3 in DS DSL. We have considered THP for signal encoding inside the groups and the OSB algorithm for spectrum balancing among all users. Calculation of the optimal transmit filters for the THP is a non-convex problem. To resolve this problem, we have extended the BC-MAC duality to scenarios with partial signal coordination and per-line power constraints. Based on this, we have proposed the IF/BC-OSB algorithm. The algorithm consists of a per-tone exhaustive search in the dual channel over the space of transmit powers. For each set of transmit powers, the achievable rates, the optimal structure of the THPs (including the encoding order and transmit filters) in all groups, and the transmit powers in the primal channel are calculated using the extended BC-MAC duality theory. The transmit powers which satisfy the regulatory PSD mask constraints and maximize a Lagrangian are reported as the solution.

We have also proposed a simplified version of the algorithm with practical complexity and near-optimal performance. We have compared the performance of the proposed algorithm with several other joint DSM 2/3 algorithms, namely, grouped ZFP-OSB, grouped ZF-THP-OSB, and grouped OLP-OSB as well as the OSB algorithm and the SSM. Our simulation results have shown that the proposed algorithm performs significantly better than the OSB and SSM. Moreover, it outperforms the other joint DSM 2/3 algorithms with a considerable margin. Our investigation have shown that this can be attributed to the grouped optimal THP structure which is capable of pre-canceling the crosstalk generated by the users in a group to the users inside the same group as well as part of the crosstalk to the users in other groups.
the duality gap is zero for (45). In [5] the following BC optimization problem

\[
\begin{align*}
\text{minimize} & \quad \alpha \sum_{i=1}^{N} p_i \\
\text{subject to} & \quad \text{SNR}_i \geq \gamma_i \\
& \quad p_i \leq \alpha P_{\text{max}}
\end{align*}
\]

(46)

has been solved using dual techniques and a rigorous proof of the optimality is provided for the case where the users are fully coordinated at the signal level. The proof can be extended to show that the duality gap is zero for the dual of (45). This means that the second application of the dual techniques is also optimal. We omit the proof here for the sake of brevity.
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