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Abstract

We present a task duplication based scalable scheduling algorithm for Symmetric Multiprocessors (SMP), called S3MP (Scalable Scheduling for SMP), to address the problem of task scheduling. The algorithm pre-allocates network communication resources so as to avoid potential communication conflicts, and generates a schedule for the number of processors available in a SMP. This algorithm employs heuristics to select duplication of tasks so that schedule length is reduced/minimized. The performance of the S3MP algorithm has been observed by comparing the schedule length under various number of processors and the ratio of communication to computation cost. This algorithm also has been applied to some practical DAGs.

1. Introduction

The emergence of several high performance workstations has led to the development of parallel computing platform using clusters of workstations. The scalability of clusters of workstations gives them a major advantage over other types of systems. Many future workstations will be SMP with more than one processor. Also SMP systems will be the basis of the clusters of SMP. There has been various hardware technologies and communication protocols designed to speed up communication in this environment. However, one of the major limitations of SMP is the high cost for interprocessor communication, which can be reduced by having an efficient task partitioning and scheduling algorithm.

In parallel computer systems, an efficient task partitioning and scheduling strategy has been regarded as one of the important issues. A task partitioning algorithm partitions an application into tasks and represents them in the form of a directed acyclic graph (DAG). A task scheduling algorithm assigns the tasks, represented as a DAG, onto the processors. Efficient task scheduling of parallel programs can utilize system resources and reduce program parallel execution time [7]. Since an optimal task scheduling problem on the multiprocessors has been proven to be an NP-Complete [10], many scheduling algorithms based on heuristics have been proposed [1, 3]. Until now, many scheduling algorithms based on priority [4], clustering [5, 10], and task duplication [2, 6, 8, 11, 12] have also been proposed. Most of the previous scheduling algorithms assume the presence of a fully-connected network where in all processors can communicate with each other directly. Task scheduling on bus-based SMP is different from that on a fully-connected network. In this topology, two independent communication tasks cannot take place at the same time.

In this paper, we extend STDS algorithm [11], task scheduler of a DAG for a multiprocessor system, to a SMP environment. Also, we propose a new heuristic algorithm, called a scalable scheduling for SMP (S3MP), based on task duplication to solve the scheduling problem on a SMP. The algorithm duplicate certain critical tasks which can reduce schedule length and pre-allocate network communication resources so as to avoid potential communication conflicts. The proposed algorithm can scale down the schedule to the available number of processors on a SMP. To select the duplication tasks, the algorithm uses heuristics so as to reduce schedule length.

The rest of this paper is organized as follows: DAG model and definitions are described in the next section. In section 3, our proposed algorithm, S3MP, is presented, and the running trace of the algorithm on an example DAG is illustrated. Simulation results are presented in section 4. Finally section 5 provides the conclusions.
2. Problem Model

The main objective of our task scheduler is to minimize schedule length so as to reduce parallel execution time of the application program by distributing tasks to different processors. Such an application is represented by a DAG which is available as an input to the scheduling algorithm.

The DAG is defined by the tuple \((V, E, \tau, c)\), where \(V\) is the set of task nodes, \(E\) is the set of communication edges. The set \(\tau\) consists of computation costs and each task \(i \in V\) has a computation cost represented by \(\tau(i)\). Similarly, \(c\) is the set of communication costs and each edge from task \(i\) to task \(j\), \(e_{ij} \in E\), has a cost \(e_{ij}\) associated with it. A task can be executed only after all its precedent relations are satisfied. Figure 1 shows simple example DAG. Graphically, a node is represented as a circle with a symbol and a number in the middle. The symbol represents the task number and the number in the circle represents the computation cost of the task. In the graphic representation of a DAG, the communication cost for each task is written on the edge itself. The terms node and task has the same meaning in this paper, and the node which has the task number \(i\) is represented \(t_i\) or \(n_i\).

![Figure 1. Example DAG](image)

The proposed algorithm generates the schedule based on certain parameters which is used in STDS algorithm [11]. The mathematical expressions to evaluate these parameters are provided below:

\[
\text{pred}(i) = \{ j \mid e_{ji} \in E \} \quad \text{(1)}
\]

\[
\text{suc}(i) = \{ j \mid e_{ij} \in E \} \quad \text{(2)}
\]

\[
\text{est}(i) = 0 \quad \text{if} \quad \text{pred}(i) = \emptyset \quad \text{(3)}
\]

\[
\text{est}(i) = \min \left( \max(\text{ect}(j), \text{ect}(k) + c_{kj}) \right) \quad \text{if} \quad \text{pred}(i) \neq \emptyset \quad \text{(4)}
\]

\[
\text{ect}(i) = \text{est}(i) + \tau(i) \quad \text{(5)}
\]

\[
f_{\text{pred}}(i) = j \mid (\text{ect}(j) + c_{ij} \geq (\text{ect}(k) + c_{ki})), \quad \text{if} \quad \text{pred}(i) \neq \emptyset \quad \text{(6)}
\]

\[
\forall j \in \text{pred}(i), k \in \text{pred}(i), k \neq j
\]

\[
l_{\text{act}}(i) = \text{ect}(i) \quad \text{if} \quad \text{succ}(i) = \emptyset \quad \text{(7)}
\]

\[
l_{\text{act}}(i) = \min(X, Y) \quad \text{if} \quad Y \neq \emptyset \quad \text{(8)}
\]

\[
X = \min \left( \left( \text{last}(j) - c_{ij} \right) \right), \quad Y = \min \left( \left( \text{last}(j) \right) \right)
\]

\[
j \in \text{SUCC}(i), i \neq f_{\text{pred}}(i)
\]

\[
\text{last}(i) = \text{act}(i) - \tau(i) \quad \text{(9)}
\]

\[
\text{level}(i) = \tau(i) \quad \text{if} \quad \text{succ}(i) = \emptyset \quad \text{(10)}
\]

\[
\text{level}(i) = \max(\text{level}(k)) + \tau(i) \quad \text{if} \quad \text{succ}(i) \neq \emptyset \quad \text{(11)}
\]

The computation of the earliest start and completion times, \(\text{est}\) and \(\text{ect}\), proceeds in a top-down fashion starting with the entry node and terminating at the exit node. The latest allowable start and completion times are determined in a bottom-up fashion in which the process starts from the exit node and terminates at the entry node. For each task \(i\), a favorite predecessor \(f_{\text{pred}}(i)\) is selected using relation (6), which signifies that assigning the task and its favorite predecessor on the same processor will result in a lower parallel time. As defined by (11), level is the length of the longest path from node \(i\) to an exit node.

\[
rst\text{ of task } i \text{ is defined as the real start time of task } i \text{ when the schedule is completed.} \quad \text{rect}\text{ of task } i \text{ is defined as the real completion time of task } i \text{ when the schedule is completed.}
\]

\[
rst(i) = rst(i) + \tau(i) \quad \text{(12)}
\]

**Definition 1** ccr of a DAG is its total communication costs divided by its total computation costs. It indicates the relative value of data communication as compared to computations.

**Definition 2** A favorite predecessor \(f_{\text{pred}}(i)\) of a task \(i\) is a task which has the maximum value of \(\text{ect}(j) + c_{ij} \mid \text{pred}(i) \neq \emptyset \quad \text{for all } j \in \text{pred}(i)\), where \(\text{ect}(j)\) is the earliest completion time of task \(j\) and \(c_{ij}\) is the cost of the communication edge from task \(j\) to task \(i\). A \(f_{\text{pred}}(i)\) of task \(i\) is defined as the favorite predecessors of \(f_{\text{pred}}(i)\), i.e. \(f_{\text{pred}}(i) = f_{\text{pred}}(f_{\text{pred}}(i))\). With this definition, the \(f_{\text{pred}}(T)\) of the DAG in Figure 1 is \(t_3\).

3. SMP Algorithm

3.1. Modified STDS Algorithm for SMP

In this subsection, we explain the STDS algorithm [11], which is suitable for fully connected network, and modify it to make it appropriate for SMP. The STDS algorithm first calculates the start time and the completion time of each task by traversing the input DAG. The algorithm then generates clusters by performing depth first search starting from
the *exit node*. While performing the task assignment process, only critical tasks which are essential to establish a path from a particular node to the *entry node* are duplicated. If the favorite predecessor has already been assigned to another processor, it is not duplicated except that there are no other predecessors of the current task or all the other predecessors of the current task have been assigned to another processor. Table 1 shows the values of the mathematical expressions using the example DAG in Figure 1.

<table>
<thead>
<tr>
<th>task</th>
<th>level</th>
<th>est</th>
<th>ect</th>
<th>last</th>
<th>lact</th>
<th>ffpred</th>
<th>ffpred</th>
</tr>
</thead>
<tbody>
<tr>
<td>t1</td>
<td>20</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>t2</td>
<td>10</td>
<td>3</td>
<td>9</td>
<td>6</td>
<td>12</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>t3</td>
<td>17</td>
<td>3</td>
<td>7</td>
<td>3</td>
<td>7</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>t4</td>
<td>12</td>
<td>3</td>
<td>8</td>
<td>8</td>
<td>1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>t5</td>
<td>9</td>
<td>7</td>
<td>12</td>
<td>7</td>
<td>12</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>t6</td>
<td>13</td>
<td>7</td>
<td>11</td>
<td>8</td>
<td>12</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>t7</td>
<td>4</td>
<td>15</td>
<td>18</td>
<td>15</td>
<td>18</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>t8</td>
<td>9</td>
<td>11</td>
<td>19</td>
<td>13</td>
<td>21</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>t9</td>
<td>7</td>
<td>12</td>
<td>18</td>
<td>12</td>
<td>18</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>t10</td>
<td>1</td>
<td>21</td>
<td>22</td>
<td>21</td>
<td>22</td>
<td>8</td>
<td>6</td>
</tr>
</tbody>
</table>

The STDS algorithm generates task clusters which are assigned to a different processor. Based on the values computed in Table 1, the task clusters and the schedule lengths obtained by the algorithm applied to the DAG in Figure 1 are shown in Figure 2. In this schedule, the processor $P_1$, has the tasks 1, 3, 6, 8, and 10 for each computation cost of 3, 4, 4, 8, and 1 respectively. Processors $P_2$ and $P_3$ have to communicate with $P_1$ to execute task 7 and task 9 respectively. The communication costs represented by $C$ are 8 and 3 for each communication, and each communication can begin simultaneously. On a fully connected network such as multiprocessor systems, schedule length becomes 26 units by applying the STDS algorithm to the DAG in Figure 1.

![Figure 2. Schedule of the DAG in Figure 1 on fully connected multiprocessor systems](image)

Table 1: Values of Mathematical Expressions for DAG

But the algorithms used in fully connected networks are not suitable for a bus-based SMP environment where network work conflict could possibly affect communication time seriously. Therefore, we have modified the STDS algorithm to make it appropriate for a bus-based SMP environment. Figure 3 presents the schedule of the example DAG shown in Figure 1 by applying the STDS algorithm on SMP environment.

The modified STDS algorithm differs from the STDS algorithm used for multiprocessor systems in its scheduling of network communication resources. The modified STDS algorithm pre-allocate network communication resources to avoid potential communication conflict. As shown in Figure 3, network communication resources cannot be shared by two independent tasks in a bus-based SMP. Communications between two pairs of independent processors cannot take place simultaneously. For example, $P_3$ and $P_5$ cannot communicate with the first processor $P_1$ after completion of task 6 due to the network communication conflicts. When the schedule is employed on a bus-based SMP, the actual schedule length becomes 32 units due to network conflicts as shown in Figure 3.

### 3.2. Description of the Proposed Algorithm

Many scheduling algorithms based on the task duplication have been proposed for multiprocessors. But they are not suitable for a bus-based SMP where network conflict does affect execution time seriously. As shown in Figure 3, when the STDS algorithm is employed on a bus-based SMP the schedule length becomes 32 units due to network conflicts. By applying the proposed S3MP algorithm to the DAG in Figure 1, the schedule length can be reduced to 27 units as shown in Figure 4. The S3MP algorithm differs from the modified STDS algorithm in its assigning of duplication task. As shown in Figure 4, after completion of task 6 in $P_1$ the S3MP algorithm reduces communication cost between $P_1$ and $P_2$ by duplicating the task 6 on $P_2$.

Using the heuristics, the S3MP algorithm duplicate the favorite predecessor selectively if it can reduce the schedule length. The following heuristics are used in selecting...
which tasks to be duplicated. If a favorite predecessor of \( n_i \)
already has been assigned to another processor (task cluster), the S3MP algorithm only duplicates it in three cases.

1. It is only predecessor of \( n_i \).
2. All the other predecessors of \( n_i \) have been assigned to another processor.
3. A favorite predecessors of \( f_{pred}(i) \), \( f_{f pred}(i) \), can be assigned with \( n_i \) to the same processor.

In the S3MP algorithm, the basic parameters are computed in step 1 using relations (1)-(11). Using the parameters computed in step 1, step 2 generates the duplicated task clusters. In this step, heuristics are used to select duplication tasks. If the number of required processor in application is greater than the available processor on SMP, the processor reduction procedure is executed in step 3. In step 4, \( rst \) and \( rect \) of each tasks are generated, and schedule lengths are calculated.

3.3. Illustration of the S3MP Algorithm

The steps involved in scheduling the example DAG in Figure 1 are explained below. The schedule of the DAG by the S3MP algorithm is shown in Figure 4. In step 1, algorithm calculates \( level \), \( est \), \( ect \), \( last \), \( lact \), and \( f_{pred} \) for all tasks \( i \in V \). The \( est \) of the entry node is zero, since \( pred(1)=0 \). \( n_1 \) completes execution at time three. The \( est \) and \( ect \) of other tasks can be computed by using (4) and (5). For example, \( t_9 \) has tasks \( t_4 \) and \( t_6 \) as predecessors. Thus \( est(9) = \min\{ \max\{ect(4) + c_{49}, ect(6)\}, \max\{ect(6)+c_{69}, ect(4)\} \} = 12 \). The \( est \) and \( ect \) of all the tasks of the DAG are shown in Table 1. Starting from the exit node, the latest allowable start and completion times are computed by using (7)-(9) and are shown in Table 1.

In step 2, algorithm generates clusters which have the duplicated tasks. The search is performed by tracing a path from the initial task selected from \( queue \) to the entry node by following the favorite predecessors along the way. The elements in the \( queue \) are the nodes of the DAG sorted in smallest level first order. In case above a favorite predecessor of current task has already been assigned to another processor, it is still duplicated if \( f_{f pred} \) of the current task can be allocated to the same processor with the current task.

For this example DAG, the array \( queue \) is \( queue=\{ t_{10}, t_7, t_6, t_8, t_5, t_2, t_4, t_6, t_3, t_1 \} \). Starting from the first task in \( queue \), \( t_{10} \) is the first cluster is generated. The search process visits through the favorite predecessors of each task. The first processor \( P_1 \) is allocated tasks \( t_{10}, t_6, t_8, t_3, \) and \( t_1 \). The next cluster starts from the first unassigned task in \( queue \), which is \( t_7 \). The favorite predecessor of \( t_7 \) is \( t_6 \), which has already been assigned to \( P_1 \), the search continues with \( t_6 \). Proceeding with the search yields the allocation \( t_7, t_5, t_3 \) and \( t_1 \) to \( P_2 \). In this search, the \( t_6 \) which is the favorite predecessor of \( t_7 \) is not duplicated in this processor \( P_2 \). Hence, the algorithm checks whether the favorite predecessor of \( t_6 \), i.e., \( t_5 \), is assigned to \( P_2 \). Since \( t_3 \) which is \( f_{f pred}(7) \) is assigned in \( P_2, t_5 \) is duplicated to this processor. It can be observed that even though \( t_5 \) has already been assigned to \( P_1 \), it is still duplicated on \( P_2 \) because it is the only predecessor of \( t_5 \). The next search starts with \( t_6 \). The favorite predecessor of \( t_6 \) is \( t_5 \). The task is assigned to \( P_1 \) and \( P_2 \). The processor \( 3 \), \( P_3 \), is allocated \( t_6, t_4 \) and \( t_1 \). \( t_6 \) which is \( f_{f pred}(9) \) is not duplicated in \( P_2 \) because \( t_5 \) which is \( f_{f pred}(9) \) is not assigned to this processor. The rest of the allocations are generated by the same process until all tasks have been assigned to a processor. Step 2 generates four clusters, and each cluster is assigned to the processors \( P_1, P_2, P_3 \), and \( P_4 \) respectively as shown in Figure 4.

In step 3, if the number of available processors is less than the number of required processors then the task clusters of different processors have to be merged. Each processor \( i \) is assigned a value of \( ec_{exec}(i) \), which is the sum of computing cost of all the tasks on that processor. The algorithm sorts the processors in ascending order of \( ec_{exec}(i) \) and merges the clusters in logarithmic fashion.

Using the results of step 3, scheduling sequence is determined by step 4. Each scheduling progress in step 4 is explained as in the following. In Figure 4, the first task \( t_1 \) in \( P_1 \) is selected. A task can start execution only after all its precedent relations of data are satisfied. Since it is \( entry node \), it can be scheduled to \( P_1 \). After \( t_1 \) is scheduled to \( P_1 \), \( t_3 \) is scheduled to \( P_1 \) because its predecessor \( t_1 \) is scheduled in \( P_1 \). \( t_6 \) and \( t_8 \) are scheduled to \( P_1 \), and \( rst \) values of \( t_6 \) and \( t_8 \) become 7 and 11 respectively. The next scheduling task is \( t_{10} \) which has the unscheduled predecessors \( t_7 \) and \( t_6 \). To satisfy data precedence, \( t_7 \) and \( t_6 \) must be scheduled before \( t_{10} \). Therefore, the tasks assigned to next processor \( P_2 \) are \( t_{10}, t_{03}, t_5, t_6 \) are scheduled sequentially to \( P_2 \). \( rst \) values of \( t_1, t_3, t_5, t_6 \) become 0, 3, 7,
and 12 respectively. After $t_6$ is scheduled to $P_3$, $t_7$ cannot be scheduled directly because it has an unscheduled predecessor $t_2$. Thus, another processor $P_3$ is selected. $t_1$ and $t_4$ are scheduled to $P_3$ with $rst$ values 0 and 3 respectively. The next candidate task is $t_0$ which has two predecessors $t_4$ and $t_6$. $t_0$ can start because scheduling of the predecessors $t_4$ and $t_0$ is completed. $t_0$ needs to communicate with $t_4$ and $t_0$. Communication cost between task $t_0$ to $t_4$ becomes 0 because they are scheduled the same processor $P_3$. $t_0$ consumes network communication resource from time 11 to time 14. Once it is scheduled with $t_0$, $rst$ and $rcr$ values of $t_0$ becomes 14 and 20 respectively. After $t_0$ is scheduled to $P_3$, $t_1$ and $t_2$ in $P_4$ are scheduled. Next, unscheduled tasks in $P_1$ can be scheduled. $t_{10}$ cannot be scheduled because its predecessor $t_7$ is not scheduled. $t_7$ can be scheduled because scheduling of its predecessors $t_2$, $t_5$, and $t_6$ is finished. Communication from $t_2$ to $t_7$ will start from time 14 which is the earliest start time when the communication resource is free after completion of task 2. $rst$ and $rcr$ values of $t_7$ become 17 and 20 respectively. Since the scheduling of tasks in $P_3$ and $P_4$ is completed, $t_{10}$ in $P_1$ becomes the candidate tasks. $t_{10}$ needs communication with $t_7$ and $t_9$. Communication form $t_7$ to $t_{10}$ will start from time 20 which is the earliest time when the network communication resource is available after $rcr(7)$. Communication from $t_9$ to $t_{10}$ can start from time 23 and consumes channel from time 23 to 26. $rst(10)$ and $rcr(10)$ become 26 and 27 respectively.

The S3MP algorithm uses heuristics to select duplication tasks in step 2. By duplicating the favorite predecessors selectively, the algorithm can reduce schedule length. $t_6$ is duplicated to $P_2$ because it is favorite predecessor of $t_7$ and $fPred(7)$, $t_3$. is scheduled to the same processor $P_3$. Communication from $t_6$ in $P_1$ to $t_7$ in $P_3$ is required if $t_6$ which is $fPred(7)$ is not duplicated to $P_2$. In this case, it consumes channel from time 17 to time 25 and it extends schedule length. At the end of step 4, a schedule length become 27 units by applying the S3MP algorithm to the DAG.

4. Performance Comparison

The proposed algorithm has been applied to four practical DAGs. The four applications are Bellman-Ford algorithm (BF), Systolic algorithm (SY), Master-slave algorithm (MS) and Cholesky decomposition algorithm (CD). The three practical DAGs are part of the ALPES project [9]. The number of tasks in each DAG is around 2,500, and the number of edges varies from 4,902 to 20,298. The number of predecessors and successors varies from 1 to 140 and the computation costs vary from 1 to 20,000 time units. The characteristics for each application are shown in Table 2.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>BF</th>
<th>CD</th>
<th>SY</th>
<th>MS</th>
</tr>
</thead>
<tbody>
<tr>
<td>ccr</td>
<td>0.1261</td>
<td>1.5179</td>
<td>0.0068</td>
<td>0.0068</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>2,921</td>
<td>2,925</td>
<td>2,502</td>
<td>2,262</td>
</tr>
<tr>
<td>Number of edges</td>
<td>20,298</td>
<td>5,699</td>
<td>4,902</td>
<td>6,711</td>
</tr>
<tr>
<td>Processors required by STDS</td>
<td>1.171</td>
<td>432</td>
<td>97</td>
<td>53</td>
</tr>
<tr>
<td>Processors required by S3MP</td>
<td>201</td>
<td>75</td>
<td>50</td>
<td>54</td>
</tr>
</tbody>
</table>

Table 2: Performance parameters for different applications

For each of $ccr$ values, the number of processors required by the algorithms to execute these applications are shown in Figure 5. It is shown that the number of processors required by S3MP is much less than that of STDS, while the two algorithms require similar number of processors for the Master-slave algorithm.

Figure 5. Required number of processors vs. $ccr$ for practical DAGs

Figure 6 show the schedule lengths generated by the algorithms using each number of those processors. Because the two algorithms require different number of processors for these applications, it is not appropriate to compare the schedule lengths of the two algorithms directly. But we can observe the important characteristics of two algorithms from the results. It can be observed that the schedule length
generated by the S3MP algorithm is similar or less than that of the STDS. On the other hand, the number of processors required by the S3MP algorithm is much lower than that of the STDS.

The S3MP algorithm has been compared to the STDS algorithm in terms of the schedule length. The performance of this algorithm has been observed by its application on some practical DAGs for different communication to computation ratios.

5. Conclusions

This paper presents a task duplication based scalable scheduling algorithm (S3MP) to schedule the tasks of a DAG onto a bus-based SMP environment. The S3MP algorithm duplicates certain critical tasks which can reduce schedule length using the heuristics. The proposed scheduling algorithm can be scaled down to the available number of processors in SMP. It has been observed that the S3MP algorithm performs very well in reducing the number of processors when the available number of processors is low.

Figure 6. Schedule length generated using the required number of processors

In the Bellman-Ford and Cholesky decomposition algorithms, it is shown that the schedule length of S3MP is lower than that of STDS, and the gap becomes larger as ccr increases. In the Systolic and Master-slave algorithms, the schedule lengths generated by S3MP are almost same or less than that of STDS. This shows that S3MP algorithm does not perform much better than STDS. This can be explained as follows. For a small ccr value, the favorite predecessors which had been duplicated to reduce schedule length extend schedule length because communication cost is much smaller relatively than computation cost of these tasks. But we can see that the gap of schedule length of two algorithm becomes almost the same as ccr value increases.
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