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Abstract

Recommender systems evaluate and filter the great amount of information available on the Web, so they could be used in an academic environment to help users in their searches of relevant information. In the literature, a lot of approaches for generating personalized recommendations of information items in such environment can be found. Usually, these approaches use user profiles and/or features of items to predict those relevant items, but they don’t take into account the quality of these items. To overcome this problem, in this paper we propose a new recommender system based on quality. This system uses the quality of the items to estimate their relevance. The system measures the item quality and takes into account this measure like a new factor to be considered in the recommendation process. In such a way, we present a recommender system based on items’ quality, to help users to access relevant research resources. This recommender systems is developed by using a fuzzy linguistic approach and it has been tested satisfactorily in a university digital library.
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1. Introduction

Nowadays we live in the Information Society and we are constantly bombarded with many information in all scopes of our lives. This problem has become more widely recognized and experienced because of the rapid advances made in Information and Communication Technologies [19].

World Wide Web (called Web) is a popular and interactive medium to collect, disseminate and access an increasingly huge amount of information. Due to its spectacular growth, related to both resources (pages, sites, and services) and visitors, the Web is nowadays the main information repository. This great amount of information introduces noise in our information accesses and this makes difficult to find relevant information and affects too to our decisions. For example, everyday we receive in our accounts a huge amount of emails. Most of them are qualified as spam, but we
also receive a big number of emails containing useful or relevant information. The problem is that this fact could provoke we may pay inadequate attention to what we think is of minor importance and so misinterpret the message, or we could lose some information thinking that it isn’t of key importance [44].

This explosive growth of the Web stimulates the development of fast and effective automated systems that support an easy and effective access to the information relevant [38]. Digital libraries, where the information is generated much faster than the users can process it, are one of these automated systems [20, 31, 42, 53]. Digital libraries are information collections that have associated services delivered to user communities using a variety of technologies. The information collections can be scientific, business or personal data, and can be represented as digital text, image, audio, video, or other media. This information can be digitalized paper or born digital material and the services offered on such information can be varied and can be offered to individuals or user communities [9, 20, 52]. Libraries offer different types of reference and referral services (e.g., ready reference, exhaustive search, selective dissemination of information), instructional services (e.g., bibliographic instruction, database searching), added value services (e.g., bibliography preparation, language translation) and promotional services (e.g., literacy, freedom of expression). Digital libraries have been applied in a lot of contexts but in this paper we focus on an academic environment. University Digital Libraries (UDL) provide information resources and services to students, faculty and staff in an environment that supports learning, teaching and research [12].

A service that is particularly important in a UDL is the selective dissemination of information or filtering. Users develop interest profiles and as new materials are added to the collection, they are compared to the profiles and the UDL alerts the users with relevant items [42]. Because of information overload problem it is often difficult to obtain useful or relevant information when it is necessary. Therefore, many times when the users of a UDL try to receive useful information, however they obtain irrelevant and unnecessary information. So, users need easier access to the thousands of resources that are available but yet hard to find [44].

Mainly, in the Web we can find two different tools to facilitate the access to the information: Information Retrieval Systems [37] and Recommender Systems [4, 22, 51]. The former are focused on information search in a known content repository, while the later are focused on information discovery in partially known frameworks. A recommender system attempts to discover information items (movies, music, books, news, images, web pages, papers and so on) that are likely of interest to a user. Recommender systems are especially useful when they identify information that a person was previously unaware of. Furthermore, recommender systems are personalized services because they may treat each user in a different way. They are becoming popular tools for reducing information overload and to improve the sales in e-commerce web sites [7, 34, 51]. These recommender systems play an important role in highly rated
Web sites, such as Amazon\textsuperscript{1}, YouTube\textsuperscript{2}, Netflix\textsuperscript{3}, Tripadvisor\textsuperscript{4}, Last.fm\textsuperscript{5} or IMDb\textsuperscript{6} \cite{13, 14}.

The provision of personalized recommendations requires that the system knows something about every user, such as the ratings provided by the users about the explored items. This knowledge implies that the system must maintain users’ profile containing the users’ preferences or needs. But the way in which this information is acquired and exploited depends on the particular recommendation approach. The system could acquired implicit information about the users analyzing the users behavior, or the system might request the users insert explicitly their preferences. Another question to consider is what additional information is required by the system, and how this information is processed and managed to generate a list of personalized recommendations.

One of the most used method to generate the recommendations is the \textit{collaborative approach} \cite{26} in which the recommendations to a user are based on other user recommendations with similar user profiles, taking into account the ratings provided by the users. Another widely used approach for its simplicity is the \textit{content-based approach} \cite{40}, which generates the recommendations taking into account the items’ features and the user past experience dealing with similar items. All approaches have their advantages and disadvantages, so that a widely used solution is the \textit{hybrid approach} \cite{4}. The hybrid approaches combine both previous approaches to reduce the disadvantages of each one of them and exploit their benefits.

In previous proposals we have applied recommender systems in the UDL scope \cite{49, 50}. But, despite that the use of these techniques to avoid the information overload problem was successful, we have found different aspects that may limit their performance. They act as an information retrieval system based on matching functions which acts among the resources representation and user profiles. In fact, we do not use a collaborative approach and this limits their performance. Furthermore, as it happens in the Web, the number of electronic resources daily generated grows continuously, so the problem appears again and the system performance is decreased.

Hence, a first step to improve these systems is to adapt the recommendation approach to the new circumstances. If we analyze the UDL scope, we find that the collaborative approach would be very useful because it allows users to share their experiences, that is, users can rate or add value to information objects and these ratings can be shared with the community, so that popular items can be easily located or people could receive information items found useful by others with similar profiles. But the collaborative approaches tend to fail when little is known about items, i.e., when the system has few ratings, what is known as cold-start problem. For this reason, we propose to combine both the content-based and collaborative approaches to obtain a hybrid recommendation scheme that improves the performance of those systems proposed in \cite{49, 50}. On the other hand, in the real life, people usually buy widely known products or products of popular brands. These products are popular because they are considered to have good quality in order

\begin{footnotesize}
\begin{itemize}
\item \textsuperscript{1}http://www.amazon.es/
\item \textsuperscript{2}www.youtube.com/
\item \textsuperscript{3}www.netflix.com/
\item \textsuperscript{4}www.tripadvisor.es/
\item \textsuperscript{5}www.lastfm.es/
\item \textsuperscript{6}www.imdb.com/
\end{itemize}
\end{footnotesize}
to satisfy the users’ needs. We could apply a similar idea in the UDL framework. Generated recommendations could
be more interesting for the users if we consider the quality of items themselves. That is, to compute the relevance of
an item using its quality.

In this paper, we present a new recommender system whose main novelties are the following:

- The system implements a hybrid recommendation strategy based on a switching hybrid approach [6], which
  switches between a content-based recommendation approach and a collaborative one to share the user individual
  experience and social wisdom [55].

- The system implements a richer feedback process. In [49, 50] the user participation in the feedback process
  is small because it consists in adding or eliminating topics in the user profile, but users could not provide
  satisfaction degrees. However, to improve the recommendations in this new system, when researchers analyze
  a recommended resource they provide a satisfaction degree. In such a way, we guarantee that user experiences
  are taken into account to generate the recommendations done by the system.

- Now we face the recommendations generation process about research resources as a task with two distinct
  elements: On the one hand, finding research resources that are relevant to the users and on the other hand,
  finding valid research resources from the standpoint of the quality of the items.

- The new system incorporates a new module which performs a re-ranking process which takes into account the
  estimated relevance of an item along with the item quality.

But the problem is how to obtain the research resource quality without much interaction from users. We can’t use
previous proposals like the presented in [8, 12, 32, 33] because they require intensive user’s feedback to evaluate the
quality. So, we propose a new way to evaluate the quality of research resources based on the idea that if a research
resource is usually preferred to others, indicate us that such item has a certain quality. To do that, we work from
the method presented in [49], where we proposed an alternative way to obtain accurate and useful knowledge about
the user preferences. The system allows users to provide their preferences by means of incomplete fuzzy linguistic
preference relations [1, 43], and in such a way, it facilitates users the expression of their preferences and, consequently,
the determination of user profiles. The system completes the incomplete preference relations using the tools proposed
in [1, 3], and it calculates the resources quality using this preference relation. To aggregate the estimated relevance of
a research resource along with its quality score in a single score, fuzzy linguistic operators are used [27]. Then, in this
paper we present a hybrid fuzzy linguistic recommender system based on items’ quality and we apply it in a UDL to
help the users to access relevant research resources. The system measures the items’ quality and it takes into account
this measure like a new factor to be considered in the recommendation process (specifically in a re-ranking module).
This system improves the generated recommendations, by including more useful and accurate recommendations, and
by increasing its information discovering properties in an academic environment.
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The rest of this paper is set out as follows. In section 2, the background is presented, that is the basis of recommender systems, the fuzzy linguistic modeling to represent information and some aspects on quality evaluation in digital libraries are discussed. Section 3 describes the new recommendation approach based on quality of the items. Section 4 presents the evaluation of the system and the experimental results. Finally, some concluding remarks are pointed out in Section 5.

2. Background

2.1. Basis of recommender systems

Recommender systems help users in the effective identification of items suiting their wishes, needs or preferences. They have the effect of guiding the users in a personalized way to access relevant or useful objects, in a large space of possible options [6]. These applications improve the information access processes for users not having a detailed product domain knowledge. They are becoming popular tools for reducing information overload and improving the sales in e-commerce web sites [7, 17, 18, 34, 39, 51].

Automatic filtering services differ from retrieval services. In filtering the corpus changes continuously, the users have long time information needs (described by mean of user profiles), and the objective is to remove irrelevant data from incoming streams of data items [17, 22, 42, 51]. On the contrary, retrieval services use queries which are introduced by the users into the system to retrieve relevant items. Thus, a result from a recommender system is understood as a recommendation, an option worthy or consideration, while a result from an information retrieval system is interpreted as a match to the user’s query [7].

In a recommender system, the users’ preferences about research resources can be used to define user profiles that are applied as filters to streams of documents. The construction of accurate profiles is a key task and the system’s success will depend on a large extent on the ability of the learned profiles to represent the user’s preferences. Then, in order to generate personalized recommendations that are tailored to the user’s preferences or needs, recommender systems must collect personal preference information, such as user’s history of purchase, items which were previously interesting for the user, click-stream data, demographic information, and so on. Two different ways to obtain information about user preferences are distinguished [22], although many systems adopt a hybrid approach:

- The implicit approach is implemented by inference from some kind of observation. The observation is applied to the user behavior, such as the bookmarks or visited URL. The user preferences are updated by detecting changes while observing the user.
- The explicit approach interacts with the users by acquiring feedback on information that is filtered, that is, the users express some specifications of what they desire and ratings about the explored items. This approach is currently the most common one.
Another key aspect to consider when designing the system is the approach used to generate the recommendations. Taking into account the knowledge source, four different approaches can be distinguished [7, 21, 22, 48, 51]:

- **Content-based systems**: They generate the recommendations taking into account the characteristics used to represent the items and the ratings that a user has given to them [5, 16]. These recommender systems tend to fail when little is known about the user information needs. This is called the new user cold-starting problem [36].

- **Collaborative systems**: The system generates recommendations using explicit or implicit preferences from many users, ignoring the items representation. Collaborative systems locate peer users with a rating history similar to the current user and they generate recommendations using this neighborhood. These recommender systems tend to fail when little is known about items, i.e., when new items appear. This is called the new item cold-starting problem [7].

- **Demographic systems**: These systems provide recommendations based on a demographic profile of the user. Recommended products can be produced for different demographic niches, by combining the ratings of users in those niches [46].

- **Knowledge-based systems**: This kind of recommender systems suggest items based on inferences about a users’ preferences. This knowledge will sometimes contain explicit knowledge about how the items meet the users’ preferences [6].

Each approach have certain advantages and, of course, disadvantages, depending on the scope settings. One solution is to combine different approaches to reduce the disadvantages of each one of them and to exploit their benefits. This idea is the base of hybrid recommender approaches, which combine several algorithms or recommendation approaches [6]. Using a hybrid strategy, users are provided with more accurate recommendations than those offered by each strategy individually [5, 16, 21]. For this reason, in this paper we propose the use of a hybrid approach. In [6], Burke developed an interesting survey about the possible strategies used to obtain hybrid recommender systems. He proposed seven hybridization strategies to combine the recommendation approaches. One possible strategy consists in incorporate aspects of several recommendation approaches in one approach. Other strategy is that two or more recommendation approaches work in parallel and then the results are combined, or that the recommendations approaches be connected so that the output of one approach serves as input for the next one. Of all, for our purpose we find it interesting that knowns as switching hybrid strategy [6], which chooses among different recommendation components and applies the selected one following some criterion. That is, it switches from one recommendation approach to another according to the situation of the system at a given moment. For instance this situation could be given for the number of ratings available to generate recommendations. We could use the collaborative approach, but if there are not enough ratings, the cold-start problem arises. Therefore given this situation it is better to switch to the content-based approach.
Finally, the recommendation activity is followed by a relevance feedback phase. Relevance feedback is a cyclic process whereby the users provide the system with their satisfaction evaluations about the recommended items and the system uses these evaluations to automatically update user profiles [22, 51].

2.2. Fuzzy linguistic approach

In this subsection we present the fuzzy linguistic approach used in our recommender system. The use of Fuzzy Sets Theory has given very good results to model qualitative information [57] and it has been proven to be useful in many problems. It is a tool based on the concept of linguistic variable proposed by Zadeh [57].

In any fuzzy linguistic approach, an important parameter to determine is the granularity of uncertainty, i.e., the cardinality of the linguistic term set \( S \). According to the uncertainty degree that an expert qualifying a phenomenon has on it, the linguistic term set chosen to provide his/her knowledge will have more or less terms [47].

2.2.1. The 2-Tuple Fuzzy Linguistic Approach

The 2-tuple fuzzy linguistic modeling [29] is a continuous model of information representation that allows to reduce the loss of information that typically arise when using other fuzzy linguistic approaches (classical and ordinal [27, 57]). To define it both the 2-tuple representation model and the 2-tuple computational model to represent and aggregate the linguistic information have to be established.

Let \( S = \{s_0, \ldots, s_g\} \) be a linguistic term set with odd cardinality, where the mid term represents an indifference value and the rest of the terms are symmetric related to it. We assume that the semantics of labels is given by means of fuzzy subsets defined in the \([0,1]\) interval, which are described by their membership functions \( \mu_{s_i} : [0, 1] \rightarrow [0, 1] \), and we consider all terms distributed on a scale on which a total order is defined, that is, \( s_i \leq s_j \iff i \leq j \). We consider that linear triangular membership functions are good enough to capture the vagueness of those linguistic assessments, since it may be impossible or unnecessary to obtain more accurate values. This representation is achieved by the 3-tuple \((a, b, c)\), where \( a \) is the point where the membership is 1 and \( b \) and \( c \) are the left and right limits of the definition domain of the triangular membership function. For example, the following semantics, represented in Figure 1, can be assigned to a set of seven terms via triangular membership functions:

\[
\begin{align*}
P & = \text{Perfect} = (1, 0.83, 1) & VH & = \text{Very High} = (0.83, 0.67, 1) \\
H & = \text{High} = (0.67, 0.5, 0.83) & M & = \text{Medium} = (0.5, 0.33, 0.67) \\
L & = \text{Low} = (0.33, 0.17, 0.5) & VL & = \text{Very Low} = (0.17, 0, 0.33) \\
N & = \text{None} = (0, 0, 0.17)
\end{align*}
\]

In this fuzzy linguistic context, if a symbolic method [27] aggregating linguistic information obtains a value \( \beta \in [0, g] \), and \( \beta \notin \{0, \ldots, g\} \), then an approximation function is used to express the result in \( S \).

**Definition 1.** [29] Let \( \beta \) be the result of an aggregation of the indexes of a set of labels assessed in a linguistic term set \( S \), i.e., the result of a symbolic aggregation operation, \( \beta \in [0, g] \). Let \( i = \text{round}(\beta) \) and \( \alpha = \beta - i \) be two values, such that, \( i \in [0, g] \) and \( \alpha \in [-.5, .5) \) then:
• $s_i$ represents the linguistic label of the information, and

• $\alpha_i$ is a numerical value expressing the value of the symbolic translation from the original result $\beta$ to the closest index label, $i$, in the linguistic term set ($s_i \in S$).

This model defines a set of transformation functions between numeric values and 2-tuples.

**Definition 2.** [29] Let $S = \{s_0, ..., s_g\}$ be a linguistic term set and $\beta \in [0, g]$ a value representing the result of a symbolic aggregation operation, then the 2-tuple that expresses the equivalent information to $\beta$ is obtained with the following function:

$$\Delta : \mathbb{R} \rightarrow S \times [-0.5, 0.5]$$

$$\Delta(\beta) = (s_i, \alpha), \text{ with }$$

$$s_i = \text{round}(\beta)$$

$$\alpha = \beta - i \quad \alpha \in [-0.5, 0.5]$$

where round(·) is the usual round operation, $s_i$ has the closest index label to “$\beta$” and “$\alpha$” is the value of the symbolic translation.

For all $\Delta$ there exists $\Delta^{-1}$, defined as $\Delta^{-1}(s_i, \alpha) = i + \alpha$. On the other hand, it is obvious that the conversion of a linguistic term into a linguistic 2-tuple consists of adding a symbolic translation value of 0: $s_i \in S \implies (s_i, 0)$.

The computational model is defined by presenting the following operators:

1. Negation operator: $\text{Neg}(s_i, \alpha) = \Delta(g - (\Delta^{-1}(s_i, \alpha)))$.

2. Comparison of 2-tuples $(s_k, \alpha_1)$ and $(s_l, \alpha_2)$:

   • If $k < l$ then $(s_k, \alpha_1)$ is smaller than $(s_l, \alpha_2)$.

   • If $k = l$ then
     (a) if $\alpha_1 = \alpha_2$ then $(s_k, \alpha_1)$ and $(s_l, \alpha_2)$ represent the same information,
     (b) if $\alpha_1 < \alpha_2$ then $(s_k, \alpha_1)$ is smaller than $(s_l, \alpha_2)$,
(c) if \( \alpha_1 > \alpha_2 \) then \((s, \alpha_1)\) is bigger than \((s, \alpha_2)\).

3. Aggregation operators [58]. The aggregation of information consists of obtaining a value that summarizes a set of values, therefore, the result of the aggregation of a set of 2-tuples must be a 2-tuple. In the literature we can find many aggregation operators which allow us to combine the information according to different criteria. Using functions \( \Delta \) and \( \Delta^{-1} \) that transform without loss of information numerical values into linguistic 2-tuples and vice versa, any of the existing aggregation operators can be easily extended to deal with linguistic 2-tuples. Some examples are:

**Definition 3.** Arithmetic Mean. Let \( x = \{(r_1, \alpha_1), \ldots, (r_n, \alpha_n)\} \) be a set of linguistic 2-tuples, the 2-tuple arithmetic mean \( \bar{x} \) is computed as:

\[
\bar{x}[r_1, \alpha_1, \ldots, (r_n, \alpha_n)] = \Delta\left(\frac{1}{n} \sum_{i=1}^{n} \Delta^{-1}(r_i, \alpha_i)\right) = \Delta\left(\frac{1}{n} \sum_{i=1}^{n} \beta_i\right).
\] (3)

**Definition 4.** Weighted Average Operator. Let \( x = \{(r_1, \alpha_1), \ldots, (r_n, \alpha_n)\} \) be a set of linguistic 2-tuples and \( W = \{w_1, \ldots, w_n\} \) be their associated weights. The 2-tuple weighted average \( \bar{x}_w \) is:

\[
\bar{x}_w[r_1, \alpha_1, \ldots, (r_n, \alpha_n)] = \Delta\left(\frac{\sum_{i=1}^{n} \Delta^{-1}(r_i, \alpha_i) \cdot w_i}{\sum_{i=1}^{n} w_i}\right) = \Delta\left(\frac{\sum_{i=1}^{n} \beta_i \cdot w_i}{\sum_{i=1}^{n} w_i}\right).
\] (4)

**Definition 5.** Linguistic Weighted Average Operator. Let \( x = \{(r_1, \alpha_1), \ldots, (r_n, \alpha_n)\} \) be a set of linguistic 2-tuples and \( W = \{(w_1, \alpha_{w_1}), \ldots, (w_n, \alpha_{w_n})\} \) be their linguistic 2-tuple associated weights. The 2-tuple linguistic weighted average \( \bar{x}_{wl} \) is:

\[
\bar{x}_{wl}[(r_1, \alpha_1), (w_1, \alpha_{w_1}), \ldots, (r_n, \alpha_n), (w_n, \alpha_{w_n})] = \Delta\left(\frac{\sum_{i=1}^{n} \beta_i \cdot \beta_{w_i}}{\sum_{i=1}^{n} \beta_{w_i}}\right),
\] (5)

with \( \beta_i = \Delta^{-1}(r_i, \alpha_i) \) and \( \beta_{w_i} = \Delta^{-1}(w_i, \alpha_{w_i}) \).

2.2.2. Linguistic Hierarchy to Model Multi-Granular Linguistic Information

When different experts have different uncertainty degrees on the phenomenon, then several linguistic term sets with a different granularity of uncertainty are necessary [28]. The use of different label sets to assess information is also necessary when an expert has to evaluate different concepts. In such situations, we need tools to manage multi-granular linguistic information [30].

In [30] a multi-granular fuzzy linguistic modeling based on a 2-tuple fuzzy linguistic approach and the concept of linguistic hierarchy was proposed. A Linguistic Hierarchy, \( LH \), is a set of levels \( l(t,n(t)) \), i.e., \( LH = \bigcup_t l(t,n(t)) \), where each level \( t \) is a linguistic term set with different granularity \( n(t) \) from the remaining of levels of the hierarchy. The levels are ordered according to their granularity, i.e., a level \( t + 1 \) provides a linguistic refinement of the previous level \( t \). We can define a level from its predecessor level as: \( l(t,n(t)) \rightarrow l(t + 1, 2 \cdot n(t) - 1) \). Table 1 shows the
granularity needed in each linguistic term set of the level \( t \) depending on the value \( n(t) \) defined in the first level (3 and 7 respectively). A graphical example of a linguistic hierarchy is shown in Figure 2.

In [30] was demonstrated that linguistic hierarchies are useful to represent multi-granular linguistic information and that they allow to combine multi-granular linguistic information without loss of information. To do this, a family of transformation functions between labels from different levels was defined:

**Definition 6.** Let \( LH = \bigcup_t l(t,n(t)) \) be a linguistic hierarchy whose linguistic term sets are denoted as \( S^{n(t)} = \{s^{n(t)}_0, ..., s^{n(t)}_{n(t)-1}\} \). The transformation function between a 2-tuple that belongs to level \( t \) and another 2-tuple in level \( t' \neq t \) is defined as:

\[
TF^t_{t'} : l(t,n(t)) \rightarrow l(t',n(t'))
\]

\[
TF^t_{t'}(s^t_i, \alpha^t_i) = \Delta(s^t_i, \alpha^t_i) \cdot \frac{(n(t') - 1)}{n(t) - 1}
\]

As it was pointed out in [30] this family of transformation functions is bijective. This result guarantees the transformations between levels of a linguistic hierarchy are carried out without loss of information. To define the computational model, we select a level to make uniform the information (for instance, the highest granularity level) and then we can use the operators defined in the 2-tuple fuzzy linguistic approach.

### 2.2.3. Incomplete fuzzy preference relations

**Definition 7.** A fuzzy preference relation \( P \) on a set of alternatives \( X = \{x_1, ..., x_n\} \) is a fuzzy set on the product set \( X \times X \), i.e., it is characterized by a membership function \( \mu_P : X \times X \rightarrow [0, 1] \).
When cardinality of \( X \) is small, the preference relation may be conveniently represented by the \( n \times n \) matrix \( P = (p_{ij}) \), being \( p_{ij} = \mu_P(x_i, x_j) (\forall i, j \in \{1, \ldots, n\}) \) interpreted as the preference degree or intensity of the alternative \( x_i \) over \( x_j \), where:

- \( p_{ij} = 1/2 \) indicates indifference between \( x_i \) and \( x_j \),
- \( p_{ij} = 1 \) indicates that \( x_i \) is absolutely preferred to \( x_j \),
- and \( p_{ij} > 1/2 \) indicates that \( x_i \) is preferred to \( x_j \).

As our system integrates the multi-granular FLM based on 2-tuples, so we must define a linguistic preference relation as follows.

**Definition 8.** Let \( X = \{x_1, \ldots, x_n\} \) a set of alternatives and \( S \) a linguistic term set. A linguistic preference relation \( P = p_{ij}(\forall i, j \in \{1, \ldots, n\}) \) on \( X \) is:

\[
\mu_P : X \times X \rightarrow S \times [0.5, 0.5]
\]

where \( p_{ij} = \mu_P(x_i, x_j) \) is a 2-tuple which denotes the preference degree of alternative \( x_i \) regarding to \( x_j \).

However, in many problems the experts are often not able to provide all the preference values that are required. In order to model these situations, we use incomplete fuzzy preference relations [1, 3, 43].

**Definition 9.** A function \( f : X \rightarrow Y \) is partial when not every element in the set \( X \) necessarily maps onto an element in the set \( Y \). When every element from the set \( X \) maps onto one element of the set \( Y \), then we have a total function.

**Definition 10.** A two-tuple fuzzy linguistic preference relation \( P \) on a set of alternatives \( X \) with a partial membership function is an incomplete two-tuple fuzzy linguistic preference relation.

### 2.3. On evaluation of quality in digital libraries

Digital libraries are relatively new and innovative information systems, under constant development and change, and, therefore, evaluation processes are of critical importance to ensure not only their correct evolution, but also their acceptance by the users and application communities. In the digital libraries scope, the objective of the evaluation is to assess to what extent a digital library meets its objectives and offer suggestions for improvements [15]. Digital libraries evaluation has many facets depending on the characteristics and the perspective of the evaluating agent.

Different approaches to evaluate the success of a digital library have been studied [35, 24, 23, 41] involving users, collections, and systems, aimed at identifying generalizable metrics or context specific methods. The most recognized digital libraries evaluation criteria are derived from evaluation criteria for traditional libraries, information retrieval system performance and human-computer interaction [15, 41]. Very few studies actually apply all the digital evaluation criteria to assess a digital library. Many of the studies focus on the evaluation of usability of digital
libraries. After reviewing usability tests in selected academic digital libraries, Jeng [35] found that ease of use, satisfaction, efficiency, and effectiveness are the main applied criteria. Some of the evaluation studies extend to assess performance, content and services of digital libraries while service evaluation mainly concentrates on digital reference [11]. Other evaluation studies also look into the impact of digital libraries [41].

As we can see, very few studies actually apply all the digital evaluation criteria to assess not the digital library, but the resources, that is, the documents. However, as much of the success of a digital library depends on the provided resources are interesting for the users, the user satisfaction is fundamental to evaluate a digital library [24, 23]. Some developments using this idea can be found in [33].

3. A new recommender system that combines relevance and quality of items to recommend research resources in a UDL

In this paper we face the recommendations generation process about research resources as a task with two elements to consider: finding research resources that are relevant to the UDL users and, on the other hand, finding valid research resources from the standpoint of the item quality. We propose a new approach to combine the estimated relevance of an item along with the item quality.

We work from the method presented in [49], where we proposed an alternative way to obtain accurate and useful knowledge about the user preferences. The system allows users to provide their preferences by means of incomplete fuzzy linguistic preference relations [1, 43], and in such a way, we facilitate users the expression of their preferences and, consequently, the determination of user profiles. The system completes the incomplete preference relations using the tools proposed in [1, 3]. However, the recommendation strategy applied in [49] is a simple content-based approach. Now we improve that recommender system by implementing a hybrid recommendation strategy based on a switching hybrid approach [6], which switches between a content-based recommendation approach and a collaborative one to share user experiences by generating social recommendations. With this dual perspective, we get minimize the cold-start problem because our system switch from one approach to another, depending on the circumstances. On the other hand, users do not need to provide their preferences about all resources, but the system presents them only a selection of the most representative resources, and the users only provide their preferences about that reduced number of resources.

Moreover, we incorporate a new module which performs a re-ranking, combining the estimated relevance of an item along with the item quality. The idea is that resources usually preferred to other are considered to have good quality in order to satisfy the users’ needs. In such a way, the recommender system generates more useful and accurate recommendations. But these improvements don’t affect the complexity of the recommendation process because we simply substitute the previous recommendation scheme with other with similar complexity. Furthermore, this proposal affects only the selected resources, which is a reduced number of items, and thus, it does not affect the overall complexity.
The proposed model is applied in a UDL to improve the recommendations generated by the system and help users to access relevant research resources. In Figure 3 we show the basic operating scheme of this recommender system which is based on the following components:

1. **Resources representation.** The system obtains an internal representation of the resources based on their scopes.
2. **User profiles representation.** The system obtains an internal representation of the user based on their preferred research resources and topics of interest.
3. **Hybrid recommendation approach.** The system generates the recommendations according to the hybrid filtering approach.
4. **Computing quality of items.** From the preference matrix about research resources, the system obtains a quality score for each item.
5. **Re-ranking.** The system aggregates the estimated relevance of a research resource and its quality score in a single score.
6. **Feedback phase.** The users provide the system their opinions about the received recommendations.

As aforementioned, we work with a multi-granular fuzzy linguistic approach [28, 30] to model the user-system communication in order to allow a higher flexibility in the communication processes of the system. The system uses different label sets \( S_1, S_2, \ldots \) to represent the different concepts to be assessed in its filtering activity. These label sets, \( S_i \), are chosen from those label sets that compose a \( LH \), i.e., \( S_i \in LH \). The number of different label sets that we can use is limited by the number of levels of \( LH \), and therefore, in many cases the label sets \( S_i \) and \( S_j \) can be
associated to a same label set of LH but with different interpretations, depending on the concept to be modeled. We take into account the following concepts that can be assessed in the system:

- **Importance degree** of a discipline with respect to a resource scope, which is assessed in \( S_1 \). This degree is used to obtain an internal representation about the research resources.
- **Similarity degree** among resources or among users, which is assessed in \( S_2 \).
- Predicted **relevance degree** of a resource for a user, which is assessed in \( S_3 \).
- **Satisfaction degree** expressed by a user to evaluate a recommended resource, which is assessed in \( S_4 \).
- **Preference degree** of a resource regarding another one, which is assessed in \( S_5 \).

The selected granularity must be sufficiently low as not to impose an excessive precision in the information you want to express and high enough to get a discrimination of the assessments in a limited number of degrees. Usually, the cardinality used in the linguistic models is an odd value, such as 7 or 9, not exceeding 11 labels. These classical values are based on Miller’s observation line about human capacity [45], which indicated that can be handled reasonably and remember about 7 or 9 terms.

Following the linguistic hierarchy shown in Figure 2, we use the level 2 (5 labels) to represent the importance degrees and preference degrees \((S_1 = S^5 \text{ and } S_5 = S^5)\), and the level 3 (9 labels) to represent the similarity degrees \((S_2 = S^9)\), predicted relevance degrees \((S_3 = S^9)\) and satisfaction degrees \((S_4 = S^9)\). As the importance degrees are provided initially by UDL staff, we use a set of 5 labels to facilitate them the characterization of resource scopes or user interest topics. On the other hand, as the similarity and relevance degrees are computed automatically by the system, we use the set of 9 labels which presents an adequate granularity level to represent the results. Similarly, to provide users with a label set with an adequate granularity level we use the set of 9 labels to express the satisfaction degrees. Using this LH, the linguistic terms in each level are the following:

- \( S^5 = \{b_0 = \text{None} = N, \ b_1 = \text{Low} = L, \ b_2 = \text{Medium} = M, \ b_3 = \text{High} = H, \ b_4 = \text{Total} = T\) \)
- \( S^9 = \{c_0 = \text{None} = N, \ c_1 = \text{Very Low} = VL, \ c_2 = \text{Low} = L, \ c_3 = \text{More Less Low} = MLL, \ c_4 = \text{Medium} = M, \ c_5 = \text{More Less High} = MLH, \ c_6 = \text{High} = H, \ c_7 = \text{Very High} = VH, \ c_8 = \text{Total} = T\) \)

In the following subsections we explain all components in detail.

3.1. Resources representation

The considered resources are journal articles, conference contributions, book chapters, books or edited books. Once the library staff insert all the available information about a new resource, the system obtains an internal representation mainly based on the resource scope. We use the vector model [37] to represent the resource scope and a classification composed by 25 disciplines (see Figure 4), i.e., a research resource \( i \) is represented as

\[ VR_i = (VR_{i1}, VR_{i2}, ..., VR_{i25}), \]
where each component $VR_{ij} \in S_1$ is a linguistic assessment that represents the importance degree of the discipline $j$ with regard to the scope of $i$. These importance degrees are assigned by the UDL staff when they add new resources.

**Example.** We suppose that the UDL staff receive information about a paper about Computer Science. Then, one of the experts accesses to the application and inserts the new research resource. He/she fills all the fields of the form and he/she uses the interface shown in Figure 4 to select the disciplines of the resource scope. We assume that the expert selects the discipline titled “Science and technology of computers” with an importance degree “Total” and the discipline titled “Telecommunications, electrical engineering, electronics and automatics” with an importance degree “High”. These disciplines are in the positions 8 and 25 respectively of the used classification. The rest of disciplines have an importance degree with a value of “None”. So, the scope of the new resource is represented in the following way:

$$VR_i = (VR_{i1}, VR_{i2}, ..., VR_{i25}),$$

where $VR_{i8} = (b_4, 0)$, $VR_{i25} = (b_3, 0)$ and the rest of positions have the value $(b_0, 0)$.

### 3.2. User profiles representation

Usually, users have to perform a great effort to provide their preferences, which the system uses to obtain the user profile. To reduce this effort and make easier the process for acquiring the user preferences, we use the method proposed in [49] where we presented an alternative method to obtain the user preferences.
The system asks users to provide their preferences on some research resources, usually a limited number of resources; in our case we use five research resources. The choice of these research resources is made by the UDL staff taking into account the relevance supplied by the users and the research resource scope. We propose users to represent their preferences by means of incomplete fuzzy linguistic preference relations. Then, the system presents users only a selection of the most representative resources, and the users provide their preferences about these resources by means of an incomplete fuzzy preference relation. Furthermore, according to results presented in [3], it is enough that the users provide only a row of the preference relation. Then, we use the method proposed in [3] to complete the relation. Once the system completes the fuzzy linguistic preference relation provided by the user, it is possible to obtain a vector representing the user preferences on the topics of interest. Next, we explain this process in detail:

1. **Acquiring the user preferences on a limited number of research resources**: At the beginning, the main goal is to help the users to provide their preferences assuring that these preferences are as consistent as possible. The system shows users the five most representative resources, \( R = \{r_1, \ldots, r_5\} \), and asks them to express their preferences by means of an incomplete fuzzy linguistic preference relation (see Figure 5). The users only fill those preferences that they wish, assigning labels of \( S_5 \). In the preference relation, each preference value \( p_{ij} \) represents the linguistic preference degree of resource \( i \) over the resource \( j \) according to the user opinion. As aforementioned, the simplest case would be to provide a relation with only one row of preference values:

\[
P = \begin{pmatrix}
- & p_{12} & p_{13} & p_{14} & p_{15} \\
 x & - & x & x & x \\
x & x & - & x & x \\
x & x & x & - & x \\
x & x & x & x & - \\
\end{pmatrix}
\]  

(9)

Then, the system completes the preference relation \( P \) using the method proposed in [3], and obtains the relation \( P^* \):
where $p_{ij} \in S_5$ are the degrees inserted by the user about the preferences of the resource $x_i$ with respect to $x_j$, $p_{ii}$ represents indifference, and each $p_{ij}^*$ is the estimated degree for the user about his/her preference of the resource $x_i$ with respect to $x_j$.

2. In order to obtain user preferences on topic of interest, i.e., user preference vector, firstly we calculate the user preference degrees on each considered resource according to the preference relation $P^*$, and secondly, we use these preference degrees together with the vectors that represent each research resource to obtain the user preference vector. To obtain them we propose the application of the arithmetic mean $\overline{P}$ (definition 3). Then, the preference degree of the resource $i$ for the expert called $DG_i$ is computed as follows:

$$DG_i = \overline{P}[p_{i1}^*, \ldots, p_{i5}^*]$$

Then, to obtain the user preference vector $x$, i.e. $VU_x = (VU_{x1}, VU_{x2}, \ldots, VU_{x25})$, from the aggregation of the vectors that represents the characteristics of the chosen research resources, i.e., $\{VR_1, \ldots, VR_5\}$, weighted by mean of the user preference degrees $[DG_1, \ldots, DG_5]$. To do that, we use the linguistic weighted average operator defined in definition 5, and then each position $k = \{1, \ldots, 25\}$ of the vector $VU_x$ is computed as follows:

$$VU_{xk} = \overline{w}[VR_{1k}, DG_1], \ldots, (VR_{5k}, DG_5)]$$

3.3. Hybrid recommendation approach

In this phase the system filters the incoming information to deliver it to the fitting users. As aforementioned, we implement a hybrid recommendation strategy, which switches between a content-based recommendation approach and a collaborative one. Burke [6] proposes a classification composed by different strategies according to the method of combining any two (or more) pure techniques to build a hybrid recommender system. In this sense, our proposal is based on a switching hybrid approach, which uses one technique or another, depending on some criterion. A system may try one technique and if the confidence of the results is not satisfactory, it may switch to another technique. In our system, depending on the case, a content-based recommendation approach or a collaborative one is applied. The former is applied when a new item is inserted and the latter is applied when a new researcher is registered.

This process is based on a matching process developed by similarity measures, such as Euclidean Distance or Cosine Measure [37]. In particular, we use the standard cosine measure but defined in a linguistic framework.
\[ \sigma_l(V_1, V_2) = \Delta(g \times \frac{\sum_{k=1}^{\Delta^{-1}(v_{1k}, \alpha_{1k})} \times \Delta^{-1}(v_{2k}, \alpha_{2k})}{\sqrt{\sum_{k=1}^{\Delta^{-1}(v_{1k}, \alpha_{1k})}^2 \times \sqrt{\sum_{k=1}^{\Delta^{-1}(v_{2k}, \alpha_{2k})}^2}}}) \]

with \( \sigma_l(V_1, V_2) \in S_2 \times [-0.5, 0.5] \), and where \( g \) is the granularity of the term set used to express the relevance degree, i.e. \( S_3 \), \( n \) is the the number of disciplines and \( (v_{ik}, \alpha_{ik}) \) is the 2-tuple linguistic value of discipline \( k \) in the vector \( V_i \) representing the resource scope or user interest topics, depending of the used filtering strategy.

In the following, we explain both recommendation strategies.

3.3.1. Content-Based Recommendations

When a new resource \( i \) arrives to the system, the system calculates the content-based recommendations to be sent to a researcher \( e \) as follows:

1. Compute the linguistic similarity degree between \( VR_i \) and \( VU_e \): \( \sigma_l(VR_i, VU_e) \in S_2 \).
2. Assuming that \( S_2 = S^9 \), we consider that a resource \( i \) is related with the researcher’s profile \( e \) if \( \sigma_l(VR_i, VU_e) > (s^9, 0) \), i.e., if the linguistic similarity degree is higher than the mid linguistic label.
3. If \( i \) is considered a related resource for \( e \), then the system recommends this resource \( i \) to \( e \) with a predicted relevance degree \( i(e) \in S_3 \times [-0.5, 0.5] \) which is obtained as follows:

(a) Look for all research resources stored in the system that were previously assessed by \( e \), i.e., the set of resources \( K = \{1, \ldots, k\} \) such that there exists the linguistic satisfaction assessment \( e(j) \in S_4, j \in K \) and \( \sigma_l(VU_e, VR_j) \geq (s^9, 0) \).

(b) Then,

\[ i(e) = \overline{X}_l^S(\text{TF}_{S_4}^S(e(1), 0), \text{TF}_{S_4}^S(\sigma_l(VR_i, VR_1)), \ldots, \text{TF}_{S_4}^S(e(k), 0), \text{TF}_{S_4}^S(\sigma_l(VR_i, VR_k)))) \]

where \( \overline{X}_l^S \) is the linguistic weighted average operator (Definition 5) and \( \text{TF}_{S}^S \) is the transformation function between a 2-tuple that belongs to level \( t \) and another 2-tuple in level \( t' \neq t \) (Definition 6).

3.3.2. Collaborative Recommendations

When new users are inserted into the system, they receive recommendations about resources already inserted, which may be interesting for them. Usually, new users provide little information about the items that satisfy their topics of interest, so we use the collaborative approach to generate their recommendations. Exactly, we follow a memory-based algorithm or nearest-neighbor algorithm, which generates the recommendations according to the preferences of nearest neighbors. This algorithm has proven good performance [25]. In the following we describe the process in detail.

Given a new researcher \( e \), the recommendations to be sent to \( e \) are obtained in the following steps:

1. Identify the set of users \( N_e \) most similar to that new user \( e \). To do so, we calculate the linguistic similarity degree between the topics of interest vector of the new user \( VU_e \) against the vectors of all users already inserted into
the system \((VU_1, y = 1..n)\) where \(n\) is the number of users), that is, we calculate \(\sigma_l(V_e, V_y) \in S_2\). As \(S_2 = S^9\), we consider that the user \(y\) is a near neighbor to \(e\) if \(\sigma_l(VU_e, VU_y) > (s^9_4, 0)\), i.e., if the linguistic similarity degree is higher than the mid linguistic label.

2. Look for the resources stored in the system that were previously well assessed by the near neighbors of \(e\), i.e., the set of resources \(K = \{1, \ldots, k\}\) such that there exists a linguistic satisfaction assessment \(y(j) \in S_4, y \in \mathbb{N}_e, j \in K\), and \(y(j) \geq (s^9_6, 0)\).

3. All the resources \(j \in K\), are recommended to \(e\) with a predicted relevance degree \(j(e) \in S_3 \times [-0.5, 0.5]\) which is calculated as follows:

(a) To look for all linguistic satisfaction assessments about resources that were well assessed by the nearest neighbors of \(e\). That is, we recovery \(y(j)\) with \(j \in K\) and \(y \in \mathbb{N}_e\).

(b) Then,
\[
j(e) = \overline{\text{TF}}_t((T_F S^4_3(y_1(j), 0), T_F S^3_3(\sigma_l(VU_e, VU_1))), \ldots, (T_F S^4_3(y_n(j), 0), T_F S^3_3(\sigma_l(VU_e, VU_n))))
\]

where \(y_1, \ldots, y_n \in \mathbb{N}_e\), \(\overline{\text{TF}}_t\) is the linguistic weighted average operator (see Definition 5) and \(T_F t\) is the transformation function between a 2-tuple that belongs to level \(t\) and another 2-tuple in level \(t' \neq t\) (Definition 6).

3.4. Computing the quality of research resources

In the literature we can find some approaches which allow us to evaluate the information quality in different scopes \([8, 12, 32]\). But, very few studies actually apply all the digital evaluation criteria to assess not the digital library, but the resources, that is, the documents. However, our goal is to assess that resources quality according to the user satisfaction but avoiding an intensive user's feedback. To do that, we could use several measures or concepts, but we are focused on a generalist academic environment, so we are dealing with non specific research resources. Then we evaluate the quality of research resources as the popularity of the resources, that is, from the users’ perceptions on the research resources recommended by the system. If the resources of our system were more specific, such as scientific articles, we could use the author or journal reputation, such as the H-index of the author \([2]\) or the impact factor of the journal. So, we propose to estimate the quality of a research resource based on its popularity. The main reason for adopting this approach is that we already have available the information about the preferred research resources such that we don’t need more user interaction neither additional information about the resources to fix the quality of the resources.

As aforementioned, the system asks users to provide their preferences on five research resources, by means of an incomplete fuzzy preference relation. Then, the system uses the method proposed in \([3]\) to complete this preference relation. We use this method to obtain the user profiles, but we also use this information about the preferred research resources to estimate the quality of these resources. Thus, we avoid further user’s feedback that could be harmful regarding the usability of the system. We assume that research resources usually preferred over others have a higher
quality. Then, the system asks users to provide their preferences on five research resources selected by the UDL staff taking into account the relevance supplied by the users and research resource scope. Then, the users provide their preferences about these resources by means of an incomplete fuzzy preference relation. Once the system completes the incomplete preference relation \( P \) and it obtains the relation \( P^* \) (see section 3.2), we can count the times that each resource has been selected to be shown as well as the times that each resource has been preferred over other. The displayed resources will vary over time, so the system must record each time a resource is selected and each time a resource is preferred to other. So, we estimate the quality of a item \( i \) as the probability that the item \( i \) be preferred over other having been selected, that is:

\[
q(i) = \frac{p_i}{s_i}
\]

where \( p_i \) is the total of times the resource \( i \) has been preferred to another one and \( s_i \) is the total of times the resource \( i \) has been selected.

3.5. Re-ranking

Once a research resource \( i \) is considered relevant for a user \( e \), and both the estimated relevance degree of this resource \( i \) for \( e \), \( i(e) \in S_3 \), and the resource quality score, \( q(i) \in [0, 1] \), have been computed, the last step is to aggregate both in a single score. To do this, first we need to translate the research resource quality score to the values range in which the estimated relevance degree is defined, i.e., \( S_3 \). We obtain this translated quality score, \( tq(i) \), as follows:

\[
tq(i) = q(i) \times g
\]

where \( g \) is the granularity of \( S_3 \), assuming \( S_3 = S^9 \) and \( g = 8 \).

Then, we use a multiplicative aggregation in which the estimated relevance is multiplied by the translated quality score, as follows:

\[
FinalRelevance(i) = \Delta \left( \frac{\Delta^{-1}(i(e) \times tq(i))}{g} \right)
\]

where \( \Delta \) and \( \Delta^{-1} \) are the transformation functions between 2-tuples values and symbolic values defined in section 2.2.1. To obtain the final relevance degree in \( S_3 \), we translate the final relevance value to the interval \([0, g]\).

3.6. Feedback phase

In this phase the recommender system recalculates and updates the ratings of the recommended resources. When the system sends recommendations to the users, then they provide a feedback by assessing the relevance of the recommendations, i.e., they supply their opinions about the recommendations received from the system. If they are satisfied with the received recommendation, they shall provide high values and vice versa. The idea is to improve the generated
recommendations taking into account the users’ ratings, so it is very important the user provides this information which doesn’t require too much interaction. This feedback activity is developed in the following steps:

1. The system recommends the user $U$ a resource $R$, and then the system asks him/her his/her opinion or evaluation judgements about this recommended resource.

2. The user communicates his/her linguistic evaluation judgements to the system, $rc_y \in S_4$.

3. This evaluation is registered in the system for future recommendations. The system recalculates the linguistic recommendation of $R$ by aggregating the opinions about $R$ provided by all users. In such a way, the opinion supplied by $U$ is considered. This can be done using the 2-tuple aggregation operator as $\mathbf{x}$ given in Definition 3.

4. Experiments and evaluation

In this section we present the evaluation of the proposed recommender system. To evaluate the performance of a recommender system, off-line and online experiments could be applied [56]. With an off-line setting, we could compare a method with other approaches without user interaction, using a standard data set. However, in this case we can’t use any standard data set, because we propose a new way to evaluate the quality of research resources and any standard data set has not this information about the preferred research resources. Consequently, in this study we only perform online experiments, i.e., practical studies where a group of users interact with the system and report us their experiences. When the users receive a recommendation, they provide a feedback to the system rating the relevance of the recommended resource, i.e., they provide their opinions about the recommendation supplied by the system. If they are satisfied with the recommendation, they provide a higher value.

In this sense we perform two kind of experiments. We begin our study by considering whether the system properly recommends research resources interesting for the users; to do this, we compare the recommendations generated by the system with the recommendations generated by a group of experts (library staff). Afterward we focus on whether the system properly predicts the ratings of the research resources, by taking into account the ratings provided by the user in the previous experiment.

4.1. Data set

For the online evaluation, we have considered a data set with 200 research resources related with different areas, which were included into the system following the indications described in section 3.3.1. We limited these experiments to 30 users who completed the registration process and they inserted their preferences about the five most relevant resources presented by the system (like in Figure 5). From this information provided by the users, the system builds the user profiles. These user profiles obtained from the provided preferences and the resources previously inserted, constituted our training data set.
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Then, we added 100 new research resources that conform the test data set. The system filtered these 100 resources and it recommended them to the suitable users. To obtain data to compare, these 100 new research resources also were recommended using the advices of the library staff. On the other hand, when the system recommended these 100 resource, it requested the user rates such resources. We registered the ratings provided for the users about the recommended resources to compare with the predictions generated by our system.

4.2. Assessing the capacity of recommendations

In the scope of recommender systems, precision, recall and F1 are widely used measures to evaluate whether a recommender system properly recommends items that the user will consider relevant [56]. To calculate these metrics we need to build a contingency table to categorize the items with respect to the information needs, i.e., the items are classified both as relevant or irrelevant and recommended or not recommended (see Table 2). These metrics are calculated as follows.

<table>
<thead>
<tr>
<th></th>
<th>Recommended</th>
<th>Not recommended</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relevant</td>
<td>Nrr</td>
<td>Nrn</td>
</tr>
<tr>
<td>Irrelevant</td>
<td>Nir</td>
<td>Nin</td>
</tr>
</tbody>
</table>

Table 2: Contingency table.

**Precision** is defined as the ratio of the recommended relevant items to the recommended items, that is, it measures the probability of a recommended item to be relevant for the user:

\[ P = \frac{N_{rr}}{N_{rr} + N_{ir}} \quad (16) \]

**Recall** is calculated as the ratio of the recommended relevant items to the relevant items, that is, it represents the probability of a relevant item to be recommended:

\[ R = \frac{N_{rr}}{N_{rr} + N_{rn}} \quad (17) \]

**F1** is a combination metric that gives equal weight to both precision and recall, and it is calculated as follows [10, 54]:

\[ F1 = \frac{2 \times R \times P}{R + P} \quad (18) \]

4.2.1. Results of online experiments

In this section we show the results obtained with the online experiments. We used the online experiment data set outlined in previous subsection. By comparing the recommendations generated by the system with the recommendations provided by the library staff, we obtained the experimental confusion matrix shown in Table 3 and the
contingency table shown in Table 4, in which the items are classified both as relevant or irrelevant and recommended to the user or not recommended. From the confusion matrix we can see that the system made 2807 correct predictions and 193 incorrect predictions, so that the error rate is 6.43% and the overall accuracy rate is 93.57%. For more detail, in Table 4 we can see the results obtained for each user. For example, for the user 1, the system selected 7 resources as relevant. However, from the information provided by the library staff, we could see that the system didn’t select 3 resources that library staff considered relevant for the user 1, and it selected 2 irrelevant resource for user 1. From this contingency table (Table 4), we obtain the corresponding precision, recall and F1 which are shown in Table 5. With this values the average of precision, recall and F1 metrics are 69.13%, 66.63% and 0.6765, respectively, which reveal a good performance of the proposed system, and therefore, a good user satisfaction.

<table>
<thead>
<tr>
<th></th>
<th>Recommended</th>
<th>Not recommended</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relevant</td>
<td>200</td>
<td>102</td>
</tr>
<tr>
<td>Irrelevant</td>
<td>91</td>
<td>2607</td>
</tr>
</tbody>
</table>

Table 3: Confusion matrix.

<table>
<thead>
<tr>
<th>User</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nrr</td>
<td>7</td>
<td>9</td>
<td>6</td>
<td>7</td>
<td>6</td>
<td>8</td>
<td>9</td>
<td>5</td>
<td>8</td>
<td>7</td>
<td>5</td>
<td>6</td>
<td>9</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Nrn</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Nir</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>User</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
<th>21</th>
<th>22</th>
<th>23</th>
<th>24</th>
<th>25</th>
<th>26</th>
<th>27</th>
<th>28</th>
<th>29</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nrr</td>
<td>8</td>
<td>9</td>
<td>6</td>
<td>4</td>
<td>7</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>8</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Nrn</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Nir</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 4: Experimental contingency table.

4.2.2. A comparative study

In order to obtain data to compare the new approach with some previous approaches, we performed a new study by analyzing the results obtained without considering the resources quality. We use the same data set and the same experimental design outlined in previous subsection but applied over the system proposed in [49]. In this case, we obtain a F1 measure of 0.5939, i.e., a smaller value than the obtained with our new approach. Therefore, by considering the resources quality the system performance is better than whether we consider only the relevance. Comparative results of both approaches are graphically displayed in Figure 6.
4.3. Assessing the capacity of ratings predictions

To complete our experimental study, we wish to measure the accuracy of our system to predict the ratings a user would give to a resource. We use the **Mean Absolute Error (MAE)** [26, 56], a commonly used accuracy metric which considers the average absolute deviation between a predicted rating and the user’s true rating, that is:

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} \text{abs}(p_i - r_i)
\]  

where \(n\) is the number of cases in the test set, \(p_i\) the predicted rating for an item, and \(r_i\) the true rating.

As we have said, during the online study we registered the ratings provided for the users about the recommended resources to compare with the predictions generated by our system, and to calculate the MAE. Taking into account the average MAE for all the users, we obtain a final MAE of 0.7565.
We also have studied the approach proposed in [49], that is, without considering the resources quality. In order to compare the results predicting the ratings, we also calculate the MAE for this approach. In this case we obtain a MAE of 0.7823.

As we can see in the Figure 7, the predictions obtained by using the quality of resources are better than the predictions obtained only with the relevance. Specifically we achieved an improvement of 4.80%. That is, the predictions generated with the new system are more close to the users' preferences.

5. Concluding remarks

In a UDL the selective dissemination of information about research resources is a service particularly important. The UDL staff and researchers need tools to assist them in their processes of information discovering because of the large amount of information available on these systems. Recommender systems have been successfully applied in academic environments to help users in their access processes to relevant information. But these proposals don’t take into account the quality of the resources. Now we face the recommendations generation process about research resources as a task with two distinct elements: On the one hand, finding research resources that are relevant to the users and on the other hand, finding valid research resources from the standpoint of the quality of items.

So, we have presented a hybrid fuzzy linguistic recommender system based on quality of the items and we apply it in a UDL to help the users to access relevant research resources. The system measures the item quality and it takes into account this measure like a new factor to be considered in the recommendation process. Thus, the new system incorporates a new module which performs a re-ranking process which takes into account the estimated relevance of an item along with the item quality. Besides, the system improves the feedback process using satisfaction degrees. We have performed online studies with the proposed system and the experimental results show us significant improvements over previous proposals.
Analyzing our system, we could conclude that its main limitation is the need for interaction with UDL staff to establish the internal representations for the research resources. With regard to future research, we believe that a promising direction is to study automatic techniques to establish the representation resources. Moreover, we want to explore new improvements of the recommendation approach, exploring new methodologies for the generation of recommendations, as for example, bibliometric tools to enrich the information on the researchers and research resources. In this sense, we will study to include new measures aiming at evaluating other aspects than accuracy of recommendation approaches, such as novelty, coverage, trust, serendipity, diversity, utility or other aspects.
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