Using an Ensemble of Support Vector Machine Classifiers to Predict Protein Supersecondary Structural Motifs
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Abstract—The success of human genome project and the rapid increase in the number of protein sequences entering into data bank have stimulated a challenging frontier: how to develop a fast and accurate method to predict the supersecondary structural motifs of protein. It could help to reduce the ever-widening gap between known sequences and unknown structure. To address this problem, a new method for prediction of protein supersecondary structural motifs is proposed in this paper. This method combines amino acid basic compositions with dipeptide components for feature representation of protein sequential patterns. An ensemble classifier based on Support vector machines is used to predict four kinds of supersecondary structural motifs in protein sequences. Total twenty-four increments of diversity are defined for each supersecondary structural motif. The method is trained and tested on ArchDB40 dataset containing 3088 proteins. The highest overall accuracy for the training dataset and the independent testing dataset are 74.8% and 69.3% respectively.

Index-Terms—supersecondary structural motifs; diversity measure; ensemble classifier; Support Vector Machines

I. INTRODUCTION

Prediction of protein supersecondary structural motifs is a field which is being explored in bioinformatics. The information gained by predicting supersecondary structures may help to reduce the ever-widening gap between known sequences and unknown structure. In protein, supersecondary structures can be defined as two or several secondary structure units connected by polypeptide. The connective polypeptide, which does not contain any β-strand or α-helix residues, is called loop. According to the regular secondary structures connected by loops, supersecondary structures are divided into β–β (beta-loop-beta), β–α (beta-loop-alpha), α–β (alpha-loop-beta) and α–α (alpha-loop-alpha).

In the past few years, many methods are proposed for prediction of supersecondary structure [1-2]. Recently some attempts have been made to predict irregular secondary structures in a protein that includes α–turns [3-9]. Approaches for predicting supersecondary structural motifs fall into two main categories: finding different supersecondary structural motifs in a protein sequence and predicting special structural motifs. Sun [10] used an artificial neural network (ANN) to predict 11 different supersecondary motifs and achieved an accuracy ranging between 70% and 80% and a Matthew’s correlation coefficient (MCC) between 0.40 and 0.50. Cruz [11] developed a method for predicting β-hairpins in a protein. They used a scoring scheme in which 14 scores were calculated on the basis of alignment and several properties, such as secondary structures, accessibility, specific pair interactions and non-specific distance. Using this approach they attained an accuracy of 47.7% (±3.9). Kuhn [12] attempted in 2004 to classify strand-loop-strand motifs by identifying local hairpins and non-local diverging turns using amino acid sequence as the input. This method achieved an accuracy of 77.3% (±6.1) by predicting the beginning and the ending of a hairpin and diverging turns. Kumar [13] used two machine-learning techniques, a support vector machine (SVM) and an ANN, both of which were based on several features, such as sequence information, evolutionary profile, surface accessibility and secondary structure information. They attained a highest accuracy of 79.2% in predicting β-hairpins. Hu [14] used SVM algorithm for β-hairpin prediction. They attained an overall accuracy of 79.9% and Matthew’s Correlation coefficient of 0.59 on ArchDB40 dataset and an overall accuracy of 83.8% and Matthew’s Correlation coefficient of 0.67 on Kumar’s Dataset [13]. Hu [14] also used SVM algorithm for supersecondary structure prediction. They attained an overall accuracy of 71.7% and 64.5% on the training dataset and the testing dataset respectively. However, there is significant room for improvement of current approaches.

For all aforementioned methods, two key steps are extracting features from primary amino acid sequence and selecting suitable prediction engine. The performance of a method relies heavily on the sensitivity and selectivity of the corresponding feature vector and prediction algorithm. To satisfy the requirement of machine learning algorithm, each protein sequence need to be transformed into a fixed-length feature vector, some information of sequential feature would be lost.
especially the sequence-order effects. In this paper, one attempt to overcome this limitation is to combine different components of a feature vector for feature representation. Another particular challenge in training classifiers comes from the fact that the dataset used for training is unbalanced [15] to some extent. Standard machine learning algorithms without considering class-imbalance tend to be overwhelmed by the major class and ignore the minor one and lead to high false negative rate by predicting the positive point as the negative one[16]. To overcome this disadvantage, this paper tries to use an ensemble classifier to utilize all of the information extracted from the original sequences.

Against this background, in this paper, a novel method for prediction of supersecondary structural motifs is proposed. Our approach uses an ensemble classifier based on SVMs. The ensemble classifier can reduce the variance caused by the peculiarities of a single training set and hence be able to learn a more expressive concept in classification than a single classifier. In addition, this method combines amino acid basic compositions (AABC) with dipeptide components (DC) for feature representation of protein sequential patterns. Moreover, Increment of diversity (ID) is used for distance measure of two samples. ID is a kind of information description on state space and a measure of whole uncertainty and total information of a system [17]. The ID algorithm has been applied in the recognition of protein structural class [18] and the exon-intron splice site prediction [19]. By using AABC and DC as inputting parameters, four kinds of supersecondary structural motifs are predicted with ensemble classifier. We train and test our method on ArchDB40 dataset. The experimental results indicate that the proposed method could predict supersecondary structural motifs successfully.

II. MATERIALS AND METHODS

A. ArchDB40 Dataset

ArchDB is based on DSSP [20] database and provided by Oliva [21], [22]. It contains the classification of protein loops from non-redundant proteins of known structures (obtained from http://sbi.imim.es/cgi-bin/archdb/loops.pl). In this paper, we use ArchDB40 subset that contains 3,088 non-redundant proteins with structures of resolution < 3 Å and < 40% sequence identity (ASTRAL SCOP 1.65). The ArchDB40 subset contains 9,180 β–β motifs, 5,737 β–α motifs, 6,824 α–β motifs and 4,176 α–α motifs. According to Hu [14], the loop lengths of β–β motifs are mainly from 2 to 8 amino acid residues. Therefore, the supersecondary structural patterns with the loop length of 2–8 amino acids are extracted. There are 8,671 β–β motifs, 4,443 β–α motifs, 6,293 α–β motifs and 3,584 α–α motifs respectively. These patterns contain 94.5%, 77.4%, 92.2% and 85.8% of their total patterns respectively. The length of the supersecondary structural motif with 12 amino acids (2–8 amino acids in loop) is selected as the best fixed-length of pattern. It can cover more patterns and ensure minimum two consecutive amino acid residues in flanking loops.

B. Feature Representation

The concept of pseudo amino acid composition (PseAA), including the information of sequence order and length effects of protein, was introduced by Chou [23] and used widely to solve the problem of classification in bioinformatics fields [24-30]. In our method, AABC and DC are used to represent the compositional features of proteins.

Amino Acid Basic Composition

By calculating the number of twenty amino acids in \( L \) positions for all four kinds of supersecondary structural motifs, we can deduce four standard sources of diversity,

\[
X^{\beta\beta} : \{N_{ij}^{\beta\beta} \mid i = 1, 2, \ldots, L; j = 1, 2, \ldots, 20\},
\]

\[
X^{\beta\alpha} : \{N_{ij}^{\beta\alpha} \mid i = 1, 2, \ldots, L; j = 1, 2, \ldots, 20\},
\]

\[
X^{\alpha\beta} : \{N_{ij}^{\alpha\beta} \mid i = 1, 2, \ldots, L; j = 1, 2, \ldots, 20\},
\]

\[
X^{\alpha\alpha} : \{N_{ij}^{\alpha\alpha} \mid i = 1, 2, \ldots, L; j = 1, 2, \ldots, 20\},
\]

for \( \beta\beta, \beta\alpha, \alpha\beta \) and \( \alpha\alpha \) motif respectively. Here \( N_{ij}^{\theta\theta} \) denotes the number of \( j_{th} \) amino acid occurring in the \( i_{th} \) position in the sequence.

Four standard measures of diversity corresponding to four standard sources of diversity can be deduced with similar equations as (1), namely

\[
D(\xi) = M \log M - \sum_{ij} N_{ij}^{\xi} \log N_{ij}^{\xi}
\]

\[
(\xi = \beta\beta, \beta\alpha, \alpha\beta, \alpha\alpha)
\]

\[
M = \sum_{ij} N_{ij}^{\xi}
\]

(1)

Let \( \log(0) = 0 \) if \( N_{ij}^{\xi} \) equals zero.

A supersecondary structural motif \( S \) is also defined as a source of diversity in the same category space as \( X^{\beta\beta}, X^{\beta\alpha}, X^{\alpha\beta} \) or \( X^{\alpha\alpha} \). The measure of diversity of \( S \) can be calculated from the source of diversity. The increment of diversity for four sources of diversity \( S \) and \( X^{\beta\beta}, X^{\beta\alpha}, X^{\alpha\beta}, X^{\alpha\alpha} \) is

\[
ID(X^{\xi}, S) = D(X^{\xi} + S) - D(X^{\xi}) - D(S)
\]

\[
(\xi = \beta\beta, \beta\alpha, \alpha\beta, \alpha\alpha)
\]

(2)

where \( D(X^{\xi} + S) \) denotes the diversity measure of the mixed diversity source \( X^{\xi} + S \). \( D(X^{\xi}) \) and \( D(S) \) are the diversity measures of the diversity sources \( X^{\xi} \) and \( S \) respectively.
If

\[ ID(X^\xi, S) = \text{Min}\{ID(X'^\beta, S), ID(X'^\alpha, S), ID(X'^\alpha\beta, S), \}
\]

where \( \xi \) can be \( \beta - \beta, \beta - \alpha, \alpha - \beta \) or \( \alpha - \alpha \) and the operator Min means taking the minimum value among those in the parentheses. The \( \xi \) in (3) will give the sequence class to which the supersecondary structural motif \( S \) should belong.

The measure and the increment of diversity described above (1) and (2) are defined based on the diversity source in the category space of \( L \times 20 \) dimensions, \( L \) positions and twenty amino acids. The ID will be denoted as \( ID\{L \times 20\} \).

**Polypeptide Composition**

The order and coupling information between amino acids in a protein sequence can be represented with Polypeptide Composition. The \( n \)-peptide characteristic matrix for a given sequential pattern can be defined by.

\[
\phi_n = \begin{pmatrix}
N(AA \ldots A) & \ldots & N(AV \ldots V) \\
\vdots & \ddots & \vdots \\
N(VA \ldots A) & \ldots & N(VV \ldots V)
\end{pmatrix}
\]

where \( N(\alpha_1 \alpha_2 \ldots \alpha_j \ldots \alpha_{n-1} \alpha_n) \) denotes the absolute frequency of amino acid substring \( \alpha_1 \alpha_2 \ldots \alpha_j \ldots \alpha_{n-1} \alpha_n \) occurring in the sequence. Here \( \alpha_j (j = 1, 2, \ldots n) \) is one of the twenty amino acids. It can be deduced that \( \phi_n \) contains \( 20^n \) elements. The noise of matrix data will increase dramatically when \( n \) increases. For sequential patterns of protein, polypeptide composition can represent the structure information when \( n \) equals 2. It will be dipeptide components in that case. The dipeptide components are important parameters for protein structure. As a result, the ID will be denoted as \( ID\{20 \times 20\} \).

**Feature vectors**

The feature information used in supersecondary structural motif prediction is mainly extracted from two classes of diversity source. The first class is built from AABC. It describes the basic composition of amino acids in a protein. The second class is built from DC. It describes the pair wise correlation of sequential two amino acids. The two classes of IDs are denoted as \( ID\{L \times 20\} \) and \( ID\{20 \times 20\} \), respectively. Here \( L \) denotes the length of sequence pattern.

In our method for supersecondary structural motif prediction, twenty-four feature variables are defined as twenty-four increments of diversity \( ID_1 \) to \( ID_{24} \). They are listed in Table 1. For example, the first variable \( ID_1 \) is defined by two diversity sources. The first is a \( \beta - \beta \) motif to be predicted. The second is a standard diversity containing all \( \beta - \beta \) motifs in the training set. The quantity can be calculated by use of (1) where the diversity measure is deduced from (1)

<table>
<thead>
<tr>
<th>ID notation</th>
<th>ID type &amp; dimension</th>
<th>Source of information</th>
<th>First source</th>
<th>ID defined by two sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID_1, ID_2, ID_3, ID_4</td>
<td>[L \times 20]</td>
<td>AABC</td>
<td>S</td>
<td>( D^1_{\beta\beta} ), ( D^2_{\beta\beta} ), ( D^3_{\beta\beta} )</td>
</tr>
<tr>
<td>ID_5, ID_6, ID_7, ID_8, ID_9</td>
<td>[L \times 20]</td>
<td>AABC</td>
<td>S</td>
<td>( D^1_{\beta\alpha} ), ( D^2_{\beta\alpha} ), ( D^3_{\beta\alpha} )</td>
</tr>
<tr>
<td>ID_{10}, ID_{11}, ID_{12}, ID_{13}, ID_{14}, ID_{15}</td>
<td>[L \times 20]</td>
<td>AABC</td>
<td>S</td>
<td>( D^1_{\alpha\alpha} ), ( D^2_{\alpha\alpha} ), ( D^3_{\alpha\alpha} )</td>
</tr>
<tr>
<td>ID_{16}, ID_{17}, ID_{18}, ID_{19}, ID_{20}, ID_{21}, ID_{22}, ID_{23}, ID_{24}</td>
<td>[20 \times 20]</td>
<td>DC</td>
<td>S</td>
<td>( D^1_{\beta\beta} ), ( D^2_{\beta\beta} ), ( D^3_{\beta\beta} )</td>
</tr>
<tr>
<td>ID_{25}, ID_{26}, ID_{27}, ID_{28}, ID_{29}, ID_{30}</td>
<td>[20 \times 20]</td>
<td>DC</td>
<td>S</td>
<td>( D^1_{\beta\alpha} ), ( D^2_{\beta\alpha} ), ( D^3_{\beta\alpha} )</td>
</tr>
<tr>
<td>ID_{31}, ID_{32}, ID_{33}, ID_{34}, ID_{35}, ID_{36}, ID_{37}, ID_{38}, ID_{39}, ID_{40}</td>
<td>[20 \times 20]</td>
<td>DC</td>
<td>S</td>
<td>( D^1_{\alpha\alpha} ), ( D^2_{\alpha\alpha} ), ( D^3_{\alpha\alpha} )</td>
</tr>
</tbody>
</table>
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Each β-β motif is characterized by a vector of twenty-four dimensions, corresponding to the twenty-four variables \( ID_1 \) to \( ID_{24} \) defined above. The vector values are computed for all the supersecondary structural motifs in the training set, which is divided into four groups: β-β motifs, β-α motifs, α-β motifs, and α-α motifs. Given a supersecondary structural motif \( S \), ensemble classifier is applied to classify it as a β-β motif, β-α motif, α-β motif or α-α motif.

The ID \( \{ ID_j, j = 1, 2, ..., 24 \} \) averaged over four kinds of supersecondary structural motifs in training set is denoted by \( x_{\beta\beta}, x_{\beta\alpha}, x_{\alpha\beta} \) and \( x_{\alpha\alpha} \) respectively. The corresponding covariance in four kinds of supersecondary structural motifs is represented by \( 24 \times 24 \) matrix \( \Sigma_{\beta\beta}, \Sigma_{\beta\alpha}, \Sigma_{\alpha\beta} \) or \( \Sigma_{\alpha\alpha} \) respectively.

**C. Ensemble classifier**

**Support vector machine**

Support vector machine (SVM) classifier, motivated by results of statistical learning theory [31][32], is one of the most effective machine learning algorithms for many complex binary classification problems. Given the training set \( \{ X, y \} = \{(x_1, y_1), (x_2, y_2), ..., (x_N, y_N)\} \), when the penalty factor \( C \) and kernel function \( K(., .) \) are selected properly, we can construct a function

\[
g(x) = \sum_{i \in X_+} \alpha_i K(x, x_i) - \sum_{i \in X_-} \alpha_i K(x, x_i) + b
\]

(5)

where the non-negative weights \( \alpha_i \) and \( b \) are computed during training by solving a convex quadratic programming. In order to estimate the probability of an unlabeled input \( x \) belonging to the positive class, \( P(y = 1| x) \), we map the value \( g(x) \) to the probability by (Platt, 1999)

\[
Pr(y = 1| x) = P_{\beta\beta}(g(x)) = \frac{1}{1 + \exp(A^* g(x) + B)}
\]

(6)

Where \( A \) and \( B \) are then obtained by solving the optimization problem

\[
\min_{\beta, \alpha} F(z) = -\sum_{i} (y_i \log(p_i) + (1-y_i) \log(-p_i))
\]

\[
st . \quad t_i = \begin{cases} \frac{(N_+ + 1)}{(N_+ + 2)}, & if \ y_i = 1, \\ \frac{1}{(N_+ + 2)}, & if \ y_i = -1, \end{cases}
\]

\[
p_i = P_{\beta\beta}(g(x_i)), \quad i = 1, 2, ..., l
\]

(7)

Where \( N_+ \) and \( N_- \), respectively, represent the number of positive and negative points in training set. Then the label of the new input \( x \) is assigned to be positive if the posterior probability is greater than a threshold, otherwise negative, i.e.

\[
f(x) = \begin{cases} 1, & if \ Pr(y = 1| x) > \text{threshold} \\ -1, & otherwise \end{cases}
\]

(8)

where \( 1 \) corresponds to positive class, whereas \( -1 \) corresponds to negative class.

**An ensemble of SVM classifiers**

An ensemble of SVM classifiers is a collection of SVM classifiers, each trained on a subset of the training set (obtained by sampling from the entire training points) in order to get better results [33]. The prediction of the ensemble of SVMs is computed from the prediction of the individual SVM classifier, that is, during classification, for a new unlabeled input \( x_{\text{test}} \), the \( j \)-th SVM classifier in the collection returns a probability \( P_j(y = 1| x_{\text{test}}) \) or \( x_{\text{test}} \) belonging to the positive class, where \( j = 1, 2, ..., m \) and \( m \) is the number of SVM classifiers in the collection. The ensemble estimated probability, \( P_{\text{Ens}}(y = 1| x_{\text{test}}) \), is obtained by

\[
P_{\text{Ens}}(y = 1| x_{\text{test}}) = \frac{1}{m} \sum_{j=1}^{m} P_j(y = 1| x_{\text{test}})
\]

(9)

The architecture of the ensemble of SVM classifiers is shown in Fig.1.

**Fig.1. Architecture of the ensemble classifier fusing \( m \) SVM classifiers.**

### III. RESULTS AND DISCUSSION

#### A. Performance Evaluation

The following standard measures are used to estimate the performance of our methods: (i) accuracy of prediction \( \hat{S} \), (ii) Matthew’s correlation coefficients
\( M_i \), (iii) sensitivity \( S_{mi} \), (iv) specificity \( S_{pi} \).

\[ S_{mi} = \frac{p_i}{p_i + u_i}, \quad S_{pi} = \frac{p_i}{p_i + o_i}, \quad S = \sum p_i / N \]

\[ M_i = \sqrt{(p_i + u_i)(p_i + o_i)(r_i + u_i)(r_i + o_i)} \]

Here \( i \) denotes \( \beta - \beta, \alpha - \alpha \) and \( \alpha - \beta \) supersecondary structures, \( p_i \) denotes the number of correctly predicted sequence segments for motif \( i \), \( r_i \) denotes the number of segments that are correctly identified as something other than motif \( i \), \( o_i \) denotes the number of segments which are not motif \( i \) but are predicted as motif \( i \) and \( u_i \) denotes the number of segments which are motif \( i \) but are predicted as something other than motif \( i \).

\[ N \] denotes the sum of supersecondary structures.

### B. Results

The ArchDB40 dataset is divided into training dataset and independent testing dataset in the same way with that of Hu [14]. Each kind of supersecondary structures is randomly divided into the training dataset and the independent testing dataset. The 7,000 out of 8,671 \( \beta - \beta \) motifs, the 3,500 out of 4,443 \( \alpha - \beta \) motifs, the 5,000 out of 6,293 \( \alpha - \alpha \) motifs and the 3,000 out of 3,584 \( \alpha - \alpha \) motifs are selected as the training datasets. The remaining 1,671 \( \beta - \beta \) motifs, 943 \( \beta - \alpha \) motifs, 1,293 \( \alpha - \beta \) motifs and 584 \( \alpha - \alpha \) motifs are used as the independent testing datasets respectively.

For comparing the influence of different inputting parameters on the performance of our method, one of AABC and DC is firstly used as single inputting parameter and then AABC and DC are combined together as the compound inputting parameters.

The predictive results of the independent testing dataset and the training dataset are shown in Table 2. As shown in Table 2, accuracies of 72.0% and 67.2% are achieved for the training dataset and the testing dataset respectively, by using AABC as inputting parameters of our method. By using DC as inputting parameters, the accuracies are increased to 72.6% and 68.5%, respectively. By combining AABC with DC as inputting parameters, the accuracies are further increased to 74.8% and 69.3%, respectively. The results indicate that the order and coupling information in DC are very important for supersecondary structural motif prediction.

Compared with that of Hu [14], the highest accuracy of prediction is increased modestly by our method. For training dataset, accuracy increases from 71.7% to 74.8%; for testing dataset, accuracy increases from 64.5% to 69.3%. In addition, other measures such as \( S_{mi} \), \( S_{pi} \) and \( M_i \) are also improved modestly. For example, sensitivity of \( \beta - \beta \) motifs increases from 78.6% to 82.1% for the training dataset when AABC and DC are combined as inputting parameters. Moreover, the performance measures for each kind of supersecondary structural motifs are relatively stable with our approach. However, these measures vary evidently with the method of Hu [14]. For example, the lowest sensitivity \( S_{mi} \) is 57.9% for \( \alpha - \alpha \) motifs while the highest one is 78.6% for \( \beta - \beta \) motif with Training dataset. The reason is that the sizes for each kind of supersecondary structural motifs are unbalanced. For example, the size of \( \beta - \beta \) motifs is 7000, which is much bigger than that of \( \alpha - \alpha \) motifs (3000) in Training dataset. As observed from Table 2, we can summarize that this problem is partially solved with our approach by using an ensemble of SVM classifiers.

Generally, the results indicate the superior performance of our method over Hu’s SVM [14].

### Table II. Predictive results of ensemble classifier by using different inputting parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Motifs</th>
<th>( S_e(%) )</th>
<th>( S_r(%) )</th>
<th>( M )</th>
<th>( S_e(%) )</th>
<th>( S_r(%) )</th>
<th>( M )</th>
<th>( S(%) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>HU’s method</td>
<td>( \beta - \beta )</td>
<td>78.6</td>
<td>72.8</td>
<td>0.58</td>
<td>74.4</td>
<td>70.5</td>
<td>0.53</td>
<td>64.5</td>
</tr>
<tr>
<td></td>
<td>( \beta - \alpha )</td>
<td>73.4</td>
<td>70.7</td>
<td>0.54</td>
<td>68.9</td>
<td>67.9</td>
<td>0.55</td>
<td>57.9</td>
</tr>
<tr>
<td></td>
<td>( \alpha - \alpha )</td>
<td>57.9</td>
<td>68.5</td>
<td>0.55</td>
<td>51.2</td>
<td>62.4</td>
<td>0.52</td>
<td>64.5</td>
</tr>
<tr>
<td>AABC</td>
<td>( \beta - \beta )</td>
<td>79.3</td>
<td>73.4</td>
<td>0.58</td>
<td>71.5</td>
<td>70.8</td>
<td>0.54</td>
<td>67.2</td>
</tr>
<tr>
<td></td>
<td>( \beta - \alpha )</td>
<td>78.1</td>
<td>76.0</td>
<td>0.58</td>
<td>64.1</td>
<td>65.3</td>
<td>0.53</td>
<td>67.2</td>
</tr>
<tr>
<td></td>
<td>( \alpha - \alpha )</td>
<td>75.9</td>
<td>75.1</td>
<td>0.57</td>
<td>65.6</td>
<td>66.9</td>
<td>0.53</td>
<td>67.2</td>
</tr>
<tr>
<td></td>
<td>( \alpha - \beta )</td>
<td>70.5</td>
<td>72.7</td>
<td>0.56</td>
<td>63.0</td>
<td>62.2</td>
<td>0.52</td>
<td>67.2</td>
</tr>
<tr>
<td>DC</td>
<td>( \beta - \beta )</td>
<td>79.9</td>
<td>73.8</td>
<td>0.58</td>
<td>70.6</td>
<td>71.0</td>
<td>0.54</td>
<td>68.5</td>
</tr>
<tr>
<td></td>
<td>( \beta - \alpha )</td>
<td>79.6</td>
<td>75.2</td>
<td>0.58</td>
<td>64.2</td>
<td>67.6</td>
<td>0.53</td>
<td>68.5</td>
</tr>
<tr>
<td></td>
<td>( \alpha - \beta )</td>
<td>74.3</td>
<td>76.1</td>
<td>0.57</td>
<td>69.7</td>
<td>67.9</td>
<td>0.53</td>
<td>68.5</td>
</tr>
<tr>
<td></td>
<td>( \alpha - \alpha )</td>
<td>72.6</td>
<td>71.0</td>
<td>0.57</td>
<td>63.8</td>
<td>63.0</td>
<td>0.52</td>
<td>68.5</td>
</tr>
<tr>
<td>AABC+DC</td>
<td>( \beta - \beta )</td>
<td>82.1</td>
<td>76.9</td>
<td>0.59</td>
<td>75.2</td>
<td>73.5</td>
<td>0.55</td>
<td>69.3</td>
</tr>
<tr>
<td></td>
<td>( \beta - \alpha )</td>
<td>79.9</td>
<td>75.3</td>
<td>0.58</td>
<td>67.4</td>
<td>66.6</td>
<td>0.53</td>
<td>69.3</td>
</tr>
<tr>
<td></td>
<td>( \alpha - \beta )</td>
<td>77.3</td>
<td>74.1</td>
<td>0.57</td>
<td>70.5</td>
<td>69.2</td>
<td>0.54</td>
<td>69.3</td>
</tr>
<tr>
<td></td>
<td>( \alpha - \alpha )</td>
<td>75.5</td>
<td>72.6</td>
<td>0.57</td>
<td>64.9</td>
<td>68.3</td>
<td>0.53</td>
<td>69.3</td>
</tr>
</tbody>
</table>

*The results of Hu’s method are obtained from Ref. [14].
IV. CONCLUSION AND DISCUSSION

In this paper, we propose a new method for the prediction of supersecondary structural motifs. AABC and DC are combined to represent the features of protein sequential patterns and are vectorized as the inputting parameters of an ensemble classifier. The experimental results show that the proposed method is quite suitable to predict supersecondary structural motifs. The advantage of ensemble classifier is that it can reduce the variance caused by the peculiarities of a single training set and hence be able to learn a more expressive concept in classification than a single classifier. Using the ID as inputting parameters can reduce dimension of inputting vector, improve calculating efficiency and extract more information for classification.

The better predictive results may be obtained by new approaches for feature representation of supersecondary structural motifs, such as taking the distribution of hydropathicity along protein sequence patterns into account. Other approaches may include finding new classifier to further improve the accuracy of prediction.
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