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ABSTRACT
Recommender systems research is by and large based on comparisons of recommendation algorithms’ predictive accuracies: the better the evaluation metrics (higher accuracy scores or lower predictive errors), the better the recommendation algorithm. Comparing the evaluation results of two recommendation approaches is however a difficult process as there are very many factors to be considered in the implementation of an algorithm, its evaluation, and how datasets are processed and prepared.

This tutorial shows how to present evaluation results in a clear and concise manner, while ensuring that the results are comparable, replicable and unbiased. These insights are not limited to recommender systems research alone, but are also valid for experiments with other types of personalized interactions and contextual information access.

Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: information filtering, relevance feedback, retrieval models, search process, selection process.

General Terms
Algorithms; Design; Experimentation; Measurement; Performance

Keywords
Evaluation; Replicability; Reproducibility; Experimental Design; Experimental Methodology

1. INTRODUCTION
The Recommender System community strives towards improving the quality of recommendation algorithms, in order to do so, it is imperative that comparisons across recommendation approaches can be performed in an accurate and unbiased fashion. Assuming the assumption “the higher the evaluation scores, the better the recommender algorithm”, which is usually taken for granted, it is important for both researchers and practitioners that their evaluations are fair. However, it is difficult to compare the results from a given evaluation of a recommender system, mainly because the very many alternatives that exist in designing and implementing an evaluation strategy. At the ACM RecSys conferences, every year there usually are several papers on evaluation, additionally there have been a number of workshops (UCERSTI [5, 8], RUE [2], RepSys [4], REDD [1]) and tutorials on related topics. However, there has been little focus on the reproducibility and replicability of the evaluation and results themselves; hence, this tutorial aims to provide a broader view that integrates also this aspect into a general evaluation methodology.

A related tutorial was given at ACM Hypertext 2014 [3].

2. TUTORIAL DESCRIPTION
This tutorial aims to give an introduction to clear and concise reporting of evaluation methodologies and results, while at the same time ensuring that the results of the evaluation are comparable, replicable and unbiased to allow for fair comparisons with related work. The tutorial defines and presents evaluation metrics, methodologies, and experimental configurations used in the recommender systems literature. Using these definitions, we present specific guidelines towards reporting experimental results in the recommender systems area. As a particular focus of interest, in the tutorial we address the commons datasets and benchmarking frameworks available, and how they can be applied in future publications in the recommender systems field in order to overcome limitations related to the lack of reproduction and reproducibility of the experiments and results.

2.1 Tutorial Structure
Introduction. This part of the tutorial focuses on the basics of recommendation and evaluation: core recommendation concepts, definitions of metrics and methodologies.

Evaluation. This section provides the necessary setting to understand how recommender systems are evaluated. A brief introduction to the basic evaluation concepts (metrics, data splits, etc.) allows participants on all levels to understand the basic setting. Following this, more specific concepts related to evaluation will be presented, e.g. data splitting criteria, biases that can arise from incorrectly configured algorithms, and calculations of metrics. We also discuss advanced evaluation concepts, such as subjective evaluation criteria (novelty, diversity) as well as methods used in situ evaluation, e.g. A/B testing, significance testing, etc.

Replication. This section focuses on replication itself, i.e. how to best plan, perform, and report evaluation results in order
to allow for others to grasp the objective quality of an experiment without necessarily having to reproduce it themselves. We seek to present in a clear way specific guidelines towards reporting experimental results. Particular focus is put on common datasets and frameworks available, and show how they can be put to use in research publications in order to overcome limitations related to the lack of reproduction and reproducibility of the experiments.

Replication by example. This is an interactive session which presents results where several of the discussed configurations are tested with real data. The audience is invited to a discussion on expected results vs. obtained outcomes. The feedback obtained during the discussion is used to improve and augment the aforementioned experiments to other recommendation-related areas, such as contextual search or personalized mobile services. For this session, code examples are available on GitHub\(^1\). These code examples show the necessary steps in order to make the evaluation of recommender systems replicable and build on the recommender system evaluation toolkit RiVal\(^2\). The demonstration combines common recommendation frameworks with RiVal in order to present an evaluation comparable across recommendation framework.

Conclusions and wrap-up. This session concludes the tutorial and iterates the most important factors to consider while planning and performing evaluation, not only for the sake of reproducibility by others, but also for the sake of correct and objective comparison within the same recommendation setting.

Q&A. This session gives the participants the opportunity to ask questions on the topics presented.

2.2 Intended Audience

The tutorial is designed to be useful for researchers, students, and practitioners in the Recommender Systems and personalization communities, and in related areas such as Information Retrieval, Data Mining, Machine Learning and Human-Computer Interaction, working in different application domains, and concerned with implementation, reproduction, evaluation, research and practice.
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