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ABSTRACT
We propose two dynamic indexing schemes for shortest-path and distance queries on large time-evolving graphs, which are useful in a wide range of important applications such as real-time network-aware search and network evolution analysis. To the best of our knowledge, these methods are the first practical exact indexing methods to efficiently process distance queries and dynamic graph updates.

We first propose a dynamic indexing scheme for queries on the last snapshot. The scalability and efficiency of its offline indexing algorithm and query algorithm are competitive even with previous static methods. Meanwhile, the method is dynamic, that is, it can incrementally update indices as the graph changes over time. Then, we further design another dynamic indexing scheme that can also answer two kinds of historical queries with regard to not only the latest snapshot but also previous snapshots.

Through extensive experiments on real and synthetic evolving networks, we show the scalability and efficiency of our methods. Specifically, they can construct indices from large graphs with millions of vertices, answer queries in microseconds, and update indices in milliseconds.

Categories and Subject Descriptors
E.1 [Data]: Data Structures—Graphs and networks

General Terms
Algorithms, Experimentation, Performance
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1. INTRODUCTION
A shortest-path query asks the shortest path between two vertices in a graph, and a distance query asks the distance between two vertices in a graph. As two of the most fundamental and important operations on graph data, it has a wide range of applications including network-aware search [32, 35, 31, 24], social network analysis [17, 6], bioinformatics [26, 27], computer network management [23, 9], and so on. Consequently, indexing methods for efficiently answering these queries have been intensely studied [11, 24, 34, 5, 25, 16, 4, 15].

However, while many real-world networks are dynamic and growing rapidly, these methods are designed for static networks and none of them can immediately reflect changes on graphs nor answer queries on graphs in the past. To address this issue, in this paper, we study dynamic indexing methods for these queries on large evolving networks. We assume the following two scenarios: one is to ask only contemporary queries, and the other is to also ask historical queries.

Applications in network-aware search: Distance between two users on social networks is considered to indicate the closeness, and used in socially-sensitive search to help users to find more related users or contents [32, 35]. Similarly, distance between two pages in web graphs is one of indicators of relevance, and used in context-aware search to give higher ranks to pages more related to the currently visiting page [31, 24].
Real-time index update would definitely improve user experience because these networks are highly dynamic and, more importantly, operations of users are bursty with regard to temporal locality [7]. For example, on an online social networking service, when a user begins a friendship with another user, chances are high for the user to keep using the service for a few more minutes. Using our dynamic indexing method, the new friendship can be immediately reflected, which has never been possible with static methods that require periodic index reconstruction (see Section 9 for further discussion).

1.2 Historical Queries

When analyzing historical networks, for which timestamps of vertices and edges are also available, in addition to the latest snapshot, the shortest paths and distances on previous snapshots or transition of them by time are also of interest. In this paper, we call such queries about previous snapshots historical queries. In particular, we study two kinds of historical queries. A snapshot query asks the shortest path or distance on a specified previous snapshot, and a change-point query asks all the moments when the distance between two vertices has changed (see the definition in Section 3.2).

Applications in evolving network analysis: Indexing schemes supporting historical queries would be a powerful back-end for time-evolving network analysis, as it enables many new interesting studies. For example, from the transition of the shortest paths between two vertices, we can grasp the events that shortened the distance or important links that lie in the shortest paths for a long duration, which would provide valuable insights. Moreover, it would also enable distance-based analysis of influential people and communities [17, 6] on dynamic networks. In particular, transition of closeness centrality and distance distribution can be efficiently computed with historical change-point queries (see Section 8).

Case study: Figure 1 illustrates an example of analysis on a real-world Facebook subgraph [33] based on historical change-point queries. Figure 1a depicts an ego network, i.e., the induced subgraph of a center vertex and its neighbors, where the center vertex is the gray one. From the figure, we can observe that there are two clusters on the left and right of the center vertex. Figure 1b shows the transition of the distances between the center vertex and its neighbors, where the colors of the lines correspond to those of the vertices in Figure 1a. We can confirm that the time periods of the appearance of the friendship links are different between the two clusters. Moreover, we find that the two clusters happened quite differently. That is, while the left cluster gradually approached the center vertex, the right cluster became neighbors almost instantly.

1.3 Contributions

In this paper, we propose two dynamic indexing schemes tailored to the two scenarios introduced above. Our methods are exact, that is, answers to queries contain no error. To the best of our knowledge, our method for contemporary queries is the first practical exact indexing method to efficiently process distance queries and dynamic graph updates, and our method for historical queries is the first practical exact indexing method to efficiently handle these historical queries and dynamic graph updates. The two methods are referred to as dynamic pruned landmark labeling and historical pruned landmark labeling.

Experimental results presented in Section 6 show the efficiency and robustness of our methods. They can construct indices from large networks with millions of vertices, and their query time is very small and around microseconds, which are competitive with previous static methods. Meanwhile, the proposed methods can update their indices for single graph modification in around milliseconds, which is several orders of magnitude faster than reconstructing indices from scratch.

In what follows, we assume undirected unweighted graphs and consider only distance queries for simplicity of exposition, but supporting directed and/or weighted graphs and shortest-path queries is discussed in Section 7.

Supported updates: In this paper, we focus on two kinds of graph updates: vertex additions and edge additions. This is due to the following reasons.

1. As we can see that no previous methods support any incremental updates, supporting only additions is already quite technically challenging.
2. Supporting removals is even much harder and it seems impossible to efficiently support removals without making big compromise on performance such as index size and query time.
3. Removals never happen in certain kinds of real-world dynamic networks such as interaction networks in social media and instant messaging services, co-author networks, co-starring networks, e-mail networks, telephone networks, and so on.
4. In other kinds of real dynamic networks, still, additions are much more frequent than removals [21].
5. For these reasons, it is quite common to ignore removals when analyzing and modeling dynamic networks [8, 19, 21, 33]. As an evidence, widely used public datasets of time-evolving graphs do not contain any removal\(^1\).

See Section 9 for further discussion on the practicability of proposed methods.

2. RELATED WORK

In this section, we review previous indexing methods on exact and approximate distance queries. As none of previous methods support incremental updates, all of them are static.

Approximate methods: The major approach to approximate distances is the landmark-based approach [29, 32, 24, 13, 25, 30], which precompute and store a number of shortest-path trees rooted at landmarks. While these methods easily attain preferable scalability, some of them have critical precision problems for close pairs [25, 5], and the other methods with better precision have three orders of magnitude slower query time. Consequently, focus of the research community is shifting toward undermentioned exact methods, leading to recent large improvement on exact methods. In this paper, we also concentrate on exact methods.

Exact methods: Large portion of exact methods can be considered as based on the idea of 2-hop cover [12]. Finding small 2-hop covers efficiently is a challenging and longstanding problem, and thus several algorithms have been

\(^1\)http://socialnetworks.mpi-sws.org/

\(^2\)http://konect.uni-koblenz.de/
developed \cite{12,11,1,16,4}. Among them, the most recent method pruned landmark labeling \cite{4,36,3} achieves orders of magnitude better scalability than previous methods by exploiting the structures of real networks such as existence of highly central vertices and the core–fringe structure \cite{10,22}. The proposed methods are built on this method.

IS-Label \cite{15} is another recent method that also gained prominent scalability. It partially constructs a 2-hop cover index and combines it with bidirectional Dijkstra’s algorithm to answer each query. We compare the proposed methods with this method in our experiments.

An approach based on tree decompositions is also reported to be efficient \cite{34,5}. A tree decomposition of a graph $G$ is a tree $T$ with each vertex associated with a set of vertices in $G$, called a bag \cite{28}. Also, the set of bags containing a vertex in $G$ forms a connected component in $T$. It heuristically constructs a tree decompositions and stores shortest-distance matrices for each bag. We also present the results of a tree-decomposition-based method in our experiments.

3. PRELIMINARIES

3.1 Notations and Basic Facts

Static graph (latest snapshot): Let $G = (V,E)$ be a graph with vertex set $V$ and edge set $E$. We use symbols $n$ and $m$ to denote the number of vertices $|V|$ and the number of edges $|E|$, respectively, when the graph is clear from the context. We suppose $V = \{v_1, v_2, \ldots, v_n\}$ and refer to $i$ as the ID of vertex $v_i$. We also denote the vertex set of $G$ by $V(G)$ and the edge set of $G$ by $E(G)$. Let $d(u,v)$ denote the distance between vertices $u, v$. If $u$ and $v$ are disconnected in $G$, we define $d(u,v) = \infty$. We denote the set of neighbors of a vertex $v \in V$ by $N(v)$. That is, $N(v) = \{u \in V | (u,v) \in E\}$.

Dynamic graph: When we consider dynamic networks, we use symbol $G$ to denote the latest network, and symbol $G_t$ to denote the network at time $\tau$. We use these notations for both graphs stored with timestamps for edges and real-time dynamic graphs. For simplicity, we assume time is described by positive integers (i.e., graph snapshots are $G_1, G_2, \ldots$), and we define $G_0$ as an empty graph. Since we only consider vertex and edge additions, for any $\tau > 0$, $V(G_{\tau-1}) \subseteq V(G_\tau)$ and $E(G_{\tau-1}) \subseteq E(G_\tau)$. We denote the distance between vertices $u, v$ in graph $G_\tau$ by $d_\tau(u,v)$. For edge $(u,v) \in G_\tau$, we define $t(u,v) = \tau$, where $\tau$ is the time when the edge appeared in the graph (i.e., $(u,v) \in E(G_{\tau-1})$ and $(u,v) \in E(G_\tau)$).

Decreasing distance: As we only consider vertex and edge additions, the following lemma is a key for designing algorithms.

Lemma 3.1. Let $G_\tau, G_\tau'$ be graphs where $E(G_\tau) \subseteq E(G_\tau')$. For any pairs of vertices $s$ and $t$, $d_\tau(s,t) \geq d_{\tau'}(s,t)$.

That is, for any pairs of vertices, distance between them never increases by adding vertices or edges. This is actually trivial since the path that was the shortest path in $G_\tau$ is also present in $G_{\tau'}$.

Please note that this lemma does not tell that distance on a dynamic graph without removals is uninteresting. For example, diameter or average distance do not necessarily always decrease because of vertex additions (see Figure 3 in Section 8).

3.2 Problem Definition

In this paper, we study indexing methods that, given a graph, construct an index to quickly answer the following queries.

Problem 1 (Contemporary Distance Query): Given: Two query vertices $s, t$. Answer: Distance $d_\tau(s,t)$, where $\tau$ is the last time when a vertex or an edge is added.

Problem 2 (Historical Snapshot Distance Query): Given: Two query vertices $s, t$ and time $\tau$. Answer: Distance $d_\tau(s,t)$.

Problem 3 (Historical Distance Change-point Query): Given: Two query vertices $s, t$. Answer: Set $C(s,t) = \{(\tau_1, \delta_1), (\tau_2, \delta_2), \ldots\}$ where $(\tau_i, \delta_i) \in C(s,t)$ if and only if $\delta_i = d_\tau(s,t) \neq d_{\tau_i-1}(s,t)$.

In addition to answering these queries, we also discuss ways to efficiently update the index as graph changes. As we mentioned before, we focus on the two most important operations, vertex additions and edge additions. Please note that we can assume the newly inserted vertex is isolated since otherwise we can process it by first inserting an isolated vertex and then inserting edges incident to it. Similarly, if multiple edges are inserted simultaneously, we process them one by one.

4. CONTEMPORARY QUERIES

In this section, we propose our dynamic indexing method named dynamic pruned landmark labeling for contemporary queries. The method is based on the simple but effective notion of pruned landmark labeling \cite{4}. First, we review the index data structure and query algorithm of the 2-hop cover framework in Section 4.1. Next, we explain our offline indexing algorithm in Section 4.2. Finally, we present the incremental update algorithm in Section 4.3.

4.1 2-Hop Cover Framework

The general framework of 2-hop cover \cite{12,11,1} is as follows. Our method also follows this framework. For each vertex $v$, we precompute and store a label denoted as $L(v)$, which is a set of pairs $(u, \delta_v)$, where $u$ is a vertex and $\delta_v = d(u,v)$. We call the set of labels $\{L(v)\}_{v \in V}$ as an index, and a pair in a label as a label entry. We sometimes abbreviate $(v, \delta_v) \in L(u)$ as $v \in L(u)$.

To answer a distance query between vertices $s$ and $t$, we compute and answer $\text{QUERY}(s,t,L)$ defined as follows,

\[
\text{QUERY}(s,t,L) = \min \{\delta_{uv} + \delta_{vt} | (v, \delta_v) \in L(s), (v, \delta_v) \in L(t)\}.
\]

We define $\text{QUERY}(s,t,L) = \infty$ if $L(s)$ and $L(t)$ do not share any vertex. Index $L$ is called a (distance-aware) 2-hop cover of $G$ if $\text{QUERY}(s,t,L) = d(s,t)$ for any pair of vertices $s$ and $t$.

For each vertex $v$, we store the label $L(v)$ so that pairs in it are sorted by their vertices. Then, we can compute $\text{QUERY}(s,t,L)$ in $O(|L(s)| + |L(t)|)$ time using a merge-sort-like algorithm.

4.2 Offline Indexing Algorithm

In this subsection, we explain our labeling algorithm that efficiently computes small labels for the 2-hop cover framework by conducting pruned BFSs from every vertex. We
explain the algorithm in two steps: we first introduce the naive landmark labeling algorithm, which computes labels by conducting normal BFSs from every vertex in Section 4.2.1, then introduce pruning to the algorithm in Section 4.2.2.

4.2.1 Naive Landmark Labeling Algorithm

Let \( V = \{v_1, v_2, \ldots, v_n\} \). We start with an empty index \( L_0 \), where \( L_0(u) = \emptyset \) for any \( u \in V \). We conduct BFSs from all vertices in the order of \( v_1, v_2, \ldots, v_n \). After the \( k \)-th BFS from vertex \( v_k \), we update the index as follows. For all the vertices \( u \) that are reachable from \( v_k \), we set \( L_k(u) = L_{k-1}(u) \cup \{(v_k, d(v_k, u))\} \). For all the unreachable vertices \( u \), we do not change their labels, that is, we just set \( L_k(u) = L_{k-1}(u) \).

After \( n \) BFSs, \( L_n \) is the final index. Obviously \( \text{QUERY}(s, t, L_n) = d(s, t) \) for any pair of vertices \( s \) and \( t \). \( L_n \) is a correct 2-hop cover for exhaustive distance queries. However, this method is also obviously inefficient, due to \( \Theta(mn) \) indexing time and \( \Theta(n^2) \) index space.

**Lemma 4.1.** \( \text{QUERY}(s, t, L_n) = d(s, t) \) for any pair of vertices \( s \) and \( t \).

4.2.2 Pruned Landmark Labeling Algorithm

As with the naive method above, we conduct pruned BFSs from all vertices in the order of \( v_1, v_2, \ldots, v_n \). We start with an empty index \( L'_0 \), and we construct index \( L'_k \) from \( L'_{k-1} \) and the result of the \( k \)-th pruned BFS from \( v_k \).

We prune BFSs as follows. Suppose we are conducting the \( k \)-th pruned BFS from \( v_k \) to create index \( L'_k \) from \( L'_{k-1} \) and visiting vertex \( u \) with distance \( \delta \). We issue a query between \( v_k \) and \( u \) to the current incomplete index \( L'_{k-1} \), and compare the answer to \( \delta \). If \( \text{QUERY}(v_k, u, L'_{k-1}) \leq \delta \), then we prune \( u \). That is, we do not add pair \( (v_k, \delta) \) to the label of \( u \) (i.e. \( L'_k(u) = L'_{k-1}(u) \)), and we do not traverse any edges incident to \( u \). Otherwise, as usual, we set \( L'_k(u) = L'_{k-1}(u) \cup \{(v_k, \delta)\} \) and traverse all the edges incident to \( u \). As with the previous method, we also set \( L'_k(u) = L'_{k-1}(u) \) for all vertices \( u \in V \) that were not visited in the \( k \)-th pruned BFS. This pruned BFS algorithm is described in Algorithm 1. After \( n \) pruned BFSs, \( L'_n \) is the final index.

**Theorem 4.1.** For any \( s, t \in V \) and \( 1 \leq k \leq n \), we have \( \text{QUERY}(s, t, L'_k) = \text{QUERY}(s, t, L_k) \).

We give a proof sketch (refer to [4] for details).

**Proof sketch.** Let \( P_k(s, t) \) be a shortest path between \( s \) and \( t \) passing through one of \( v_1, v_2, \ldots, v_k \), and let \( d_k(s, t) \) be the length of it. Note that \( \text{QUERY}(s, t, L'_k) = \text{QUERY}(s, t, L_k) \).

Suppose that the theorem holds for \( k' < k \), and we show the theorem for \( k \). Fix vertices \( s \) and \( t \) in \( V \). Let \( v_1 (1 \leq i \leq k) \) be the vertex in \( P_k(s, t) \) with the lowest index. It suffices to show that \( v_i \) is added to \( L'_k(s) \) and \( L'_k(t) \) as it implies that \( \text{QUERY}(s, t, L'_k) \leq d(s, v_i) + d(v_i, t) = d_k(s, t) \).

Suppose that \( v_i \) is not added to \( L'_k(s) \) (it can be handled analogously). Then, there exists some vertex \( u \) on the path \( P_k(v_i, s) \) such that the BFS from \( v_i \) is pruned at \( u \). The reason it is pruned is that there exists a path between \( v_i \) and \( u \) of length at most \( d(v_i, u) \) passing through some vertex \( v' \) with \( \delta ' < \delta \). This implies that there exists a shortest path between \( v_i \) and \( s \) passing through \( v' \) and hence a shortest path between \( s \) and \( t \) passing through \( v' \). This contradicts the choice of \( i \).

**Algorithm 1** Pruned BFS from \( v_k \in V \) to create index \( L'_k \).

1: procedure PRUNED_BFS(G, \( v_k \), \( L'_{k-1} \))
2: \( Q \leftarrow \) a queue with only one element \( v_k \).
3: \( P[v_k] \leftarrow 0 \) and \( P[u] \leftarrow \infty \) for all \( u \in V \setminus \{v_k\} \).
4: \( L'_{k}[v] \leftarrow L'_{k-1}[v] \) for all \( v \in V(G) \).
5: while \( Q \) is not empty do
6: Dequeue \( u \) from \( Q \).
7: if \( \text{QUERY}(v_k, u, L'_{k-1}) \leq P[u] \) then
8: continue
9: \( L'[u] \leftarrow L'[u] \cup \{(v_k, P[v_k])\} \)
10: for all \( w \in NC(v) \) s.t. \( P[w] = \infty \) do
11: \( P[w] \leftarrow P[u] + 1 \).
12: Enqueue \( w \) onto \( Q \).
13: return \( L'_{k} \)

The theorem above says that we can answer exact distance with the index \( L'_n \). Furthermore, it says that, during the \( k \)-th pruned BFS, we prune vertices whose shortest path to \( v_k \) takes through at least one of vertices \( v_1, v_2, \ldots, v_k \).

**Time complexity:** We present an estimate. Let \( b \) be the average size of labels and \( d \) be the average degree. We visit \( O(nl) \) vertices in total, where we traverse \( O(d) \) edges and evaluate a query in \( O(l) \) time. Therefore, the time complexity is roughly estimated as \( O(nl(d + l)) \) time, which corresponds with our experimental results in Section 6 to some extent. In our experiments, \( l \) was around hundreds.

4.2.3 Vertex Ordering Strategy

In real-world networks, by properly choosing the order of vertices from which we conduct BFSs, the pruning drastically reduces the search space and label sizes, leading to the high efficiency of the proposed method. In real-world networks, there are highly central vertices (sometimes called hubs). By conducting BFSs from these vertices first, label entries to these vertices greatly contribute to pruning since many shortest paths pass through these central vertices. Since it is obviously too costly to compute the optimal order of vertices, as a heuristic vertex ordering strategy, we choose vertices by the decreasing order of degrees. Experimental results in Section 6 show that this simple vertex ordering strategy makes our method sufficiently effective.

4.3 Online Incremental Update Algorithm

Finally, we present our new algorithm that incrementally updates the current index to reflect graph changes. As we noted in Section 3.2, when a new vertex is added, we can assume it is an isolated vertex. Under the 2-hop framework, inserting a new isolated vertex \( v \) can be easily done by setting a new empty label \( L(v) = \emptyset \). Thus, in what follows, we focus on edge additions. The idea behind our efficient update algorithm is to carefully resume and stop pruned BFSs.

Suppose that we are maintaining index \( M \) for dynamic graph \( G \) and we want to update \( M \) to reflect a newly inserted edge \( (a, b) \) that was previously absent. We refer to the old graph without the new edge as \( G_r \) and the new graph with the new edge as \( G_s \). Similarly, we refer to the old and new index as \( M_r \) and \( M_s \), respectively.

From Lemma 3.1, it is sound to keep outdated distances in the index since we never underestimate distances because of them. Therefore in our method, we do not remove outdated label entries since detecting them is too costly. We only
We need to resume BFSs? The obvious solution is resuming originally rooted at an algorithm. Let us introduce pruning to the previous update example.

We can assume $d_{v_k, a} \leq d_{v_k, b}$ without loss of generality. Based on these facts, for every $v_k$, it suffices to resume the BFS from $b$ originally rooted at $v_k$ and stop at unchanged vertices. That is, instead of inserting $(v_k, b, 0)$ to the initial queue, we insert $(b, d_{v_k, b}(v_k, a), 1)$ to the initial queue, which corresponds to the position after passing through the new edge $(a, b)$, and we do not traverse edges from vertex $u$ if $\delta \geq d_{v_k, b}(v_k, u)$, where $\delta$ is the tentative distance for $u$ drawn from the queue. Figure 2 illustrates an example.

### 4.3.2 Update Algorithm for Pruned Labeling

Now we explain our update algorithm for the pruned landmark labeling. We introduce pruning to the previous update algorithm. Let $s, t$ be vertices and $k$ be an integer. We define a new function $\text{PrefixalQuery}$ as follows,

$$\text{PrefixalQuery}(s, t, M, k) = \min \{d_s + \delta_i | (v_i, \delta_i) \in M(s), (v_i, \delta_i) \in M(t), i \leq k\}.$$

That is, $\text{PrefixalQuery}(s, t, M, k)$ is the answer to the query between vertices $s$ and $t$ computed from the index $M$ only using distances to vertices whose IDs are at most $k$. We define $\text{PrefixalQuery}(s, t, M, k) = \infty$ if $M(s)$ and $M(t)$ do not share any vertex whose ID is at most $k$. Using this function, suppose we are conducting a resumed BFS originally rooted at $v_k$ and visiting vertex $u$ with distance $\delta$, we prune $u$ if $\text{PrefixalQuery}(v_k, u, M, k) \leq \delta$.

However, one crucial question is left: for which roots do we need to resume BFSs? The obvious solution is resuming BFSs no matter what their roots are as with the previous algorithm, but it is too inefficient since it takes at least $\Omega(|V|)$ time. Interestingly, the answer is exactly what we have in $M(a)$ and $M(b)$. That is, it suffices to conduct resumed BFSs originally rooted at $v_k$ if $v_k \in M(a) \cup M(b)$. This is because, if $v_k \notin M(a) \cup M(b)$, both $a$ and $b$ are pruned or un-reached during previous (resumed) BFSs rooted at $v_k$, and since the shortest path between $v_k$ and them has not changed from the last snapshot, the situation does not change at all.

The total algorithm is described as Algorithm 2.

### Time complexity:
To roughly estimate the time complexity, we assume $|L(v)| = O(l)$ and the number of vertices visited during each resumed BFS is $O(s)$, where $l$ and $s$ are some integers. Then, since we conduct resumed BFSs $O(l)$ times and each pruning test takes $O(l)$ time, in total, each update can be done in $O(Fs)$ time. In our experiments, $l$ was around hundreds and $s$ was around tens on average (see Section 6.2.3).

#### 4.3.3 Proof of Correctness

We prove the correctness of the proposed incremental update algorithm. For vertices $s, t$ and $0 \leq k \leq n$, we define the restricted distance between $s$ and $t$ with respect to $k$ as $d'(s, t, k) = \min_{i,\leq k} \{d(s, v_i) + d(v_i, t)\}$. We define $d'(s, t, k) = \infty$ if $k = 0$ or there is unreachable from $s$ or $t$ for all $i \leq k$. As with $d_s$, we denote the restricted distance at time $t$ by $d'_s(s, t, k)$. The following notion of correctness is important.

**Definition 4.1 (Prefixal Correctness).** Let $M$ be a 2-hop cover index for graph $G$. Index $M$ is prefixally correct if $\text{PrefixalQuery}(s, t, M, k) = d'(s, t, k)$ for any $s, t \in V$ and $0 \leq k \leq n$.

Note that prefixal correctness is stronger than normal correctness. Due to Theorem 4.1, the initial index constructed by the full pruned landmark labeling algorithm satisfies prefixal correctness. In what follows, we prove that prefixal correctness of an index is maintained by the incremental update algorithm.

In what follows, let $M_{r-1}$ be a prefixally correct index for graph $G_{r-1}$, let $G_r$ be the graph created by inserting edge $(a, b) \notin E(G_{r-1})$ to $G_{r-1}$, and $M_r$ be the index updated by the Algorithm 2 from $M_{r-1}$ for the edge addition.

**Lemma 4.4.** For any pair of vertices $s$ and $t$ and $0 < k \leq n$, we have $\text{PrefixalQuery}(s, t, M_r, k-1) = d'_r(s, t, k-1)$. For any vertex $u$ and $0 < k \leq n$, if $d_s(v_k, u) < d'_{v_k, u} < d_{v_k, u}$ and $d'_s(v_k, u, k-1) < d'_s(v_k, u, k-1)$, then we have $(v_k, d_s(v_k, u)) \in M_r(u)$.

---

**Algorithm 2 Update index $M$ for newly added edge $(a, b)$**

1: procedure $\text{InsertEdge}(G, a, b, M)$
2: for all $v_k \in M(a) \cup M(b)$ from lower $k$ do
3: $\text{ResumePBFS}(G, v_k, b, d(v_k, a) + 1, M)$ if $v_k \in M[a]$
4: $\text{ResumePBFS}(G, v_k, a, d(v_k, b) + 1, M)$ if $v_k \in M[b]$
5: procedure $\text{ResumePBFS}(G, v_k, u, \delta_{v_k}, M)$
6: $Q \leftarrow$ a queue with only one element $(u, \delta_{v_k})$.
7: while $Q$ is not empty do
8: Dequeue $(v, \delta)$ from $Q$.
9: if $\text{PrefixalQuery}(v_k, v, M, k) \leq \delta$ then
10: continue
11: $M[v] \leftarrow M[v] \cup \{(v_k, \delta)\}$
12: for all $w \in N(v)$ do
13: Enqueue $(w, \delta + 1)$ onto $Q$. 

---

Figure 2: A running example for the update algorithm. The green vertex is the root, and the distance to the root is written in each vertex.
Proof. Since \( d_e(v_k, u) < d_{e-1}(v_k, u) \), all the shortest paths from \( v_k \) to \( u \) in the new snapshot \( G_\tau \) pass through the new edge \((a, b)\). We assume \( d_e(v_k, u) < d_e(v_k, b) \) with out loss of generality, and suppose that one of the shortest paths is of the form \((v_k, \ldots, a, b = w_0, w_1, w_2, \ldots, u = w_l)\). We can observe that, not only \( u \) but also for any \( w_i \), \( d_e(v_k, w_i) < d_{e-1}(v_k, w_i) \) holds. Moreover, since \( d_e(v_k, u) < d_e'(v_k, u, k-1) \), none of the shortest paths between \( v_k \) and \( u \) in \( G_r \) goes through the vertex \( v_l \) for any \( j < k \). This also holds for any \( w_i \), that is, none of the shortest paths between \( v_k \) and \( w_i \) in \( G_r \) passes through \( v_l \) for any \( j < k \), and thus \( d_e(v_k, w_i) < d_e'(v_k, w_i, k-1) \).

During the resumed BFS originally rooted at \( v_k \), we have \( \text{PREFIXALQUERY}(v_k, w_i, M_r, k) \geq \min(d_e'(v_k, w_i, k-1), d_{e-1}(v_k, w_i)) \) for any \( w_i \). Therefore, \( \text{PREFIXALQUERY}(v_k, w_i, M_r, k) \geq d_e(v_k, w_i) \), and \( w_i \) is not pruned. Thus, the BFS reaches vertex \( u \) with the correct distance \( d_e(v_k, u) \), and pair \((v_k, d_e(v_k, u))\) is newly added to the label \( M_r(u) \).

**Theorem 4.2.** \( M_r \) is a prefixally correct index for \( G_r \).

Proof. We prove the prefixal correctness of \( M_r \) by mathematical induction on \( k \). For \( k = 0 \), it is true as, for any pair of vertices \( s \) and \( t \) with \( s \neq t \), \( \text{PREFIXALQUERY}(s, t, M_r, 0) = d'(s, t, 0) = \infty \). Now we assume \( k > 0 \) and \( \text{PREFIXALQUERY}(s, t, M_r, k-1) = d'(s, t, k-1) \) for any pairs of vertices \( s \) and \( t \), and prove \( \text{PREFIXALQUERY}(s, t, M_r, k) = d'(s, t, k) \) for any pairs of vertices \( s \) and \( t \).

Let \( \delta' = d'_e(s, t, k) \) if \( \delta' < d'_e(s, t, k-1) \), then we have nothing to show due to the assumption of the mathematical induction. Otherwise, since \( \delta' < d'_e(s, t, k-1) \), \( \delta' = d_e(s, v_k) + d_e(v_k, t) \). Therefore, it suffices to show that \((v_k, d_e(v_k, s)) \in M_r(s) \) and \((v_k, d_e(v_k, t)) \in M_r(t) \). Due to the symmetry between \( s \) and \( t \), we only show \((v_k, d_e(v_k, s)) \in M_r(s) \).

First, we consider the case \( d_e'(v_k, s) = d_{e-1}(v_k, s) \). From \( d_e'(s, t, k) = d_e(s, v_k) + d_e(v_k, t) < d'_e(s, t, k-1) \), there is no vertex \( v_i \) with \( i \leq k-1 \) on any shortest path between \( s \) and \( v_k \) in \( G_r \). This is the case in \( G_{r-1} \) since \( d_e(v_k, s) = d_{e-1}(v_k, s) \). It follows that \( d_{e-1}(v_k, s, k-1) > d_{e-1}(v_k, s, k) \). Thus if \((v_k, d_e(v_k, s)) \notin M_{r-1}(s) \), then \( \text{PREFIXALQUERY}(v_k, s, M_{r-1}, k) = d_{e-1}(v_k, s, k-1) > d_{e-1}(v_k, s, k) \), which contradicts to the prefixal correctness of \( M_{r-1} \). Therefore, \((v_k, d_e(v_k, s)) \in M_{r-1}(s) \subseteq M_r(s) \).

Otherwise, we can assume \( d_e(v_k, s) < d_{e-1}(v_k, s) \). As \( \delta' < d'_e(s, t, k-1) \), none of the shortest paths from \( v_k \) to \( s \) goes through the vertex \( v_i \) for any \( i < k \), and thus \( d_e(v_k, s) < d'_e(v_k, s, k-1) \). From Lemma 4.4, \((v_k, d_e(v_k, s)) \in M_r(s) \).

**Corollary 4.1.** Let \( M_l \) be the index constructed by the offline indexing algorithm for graph \( G_l \). For \( 2 \leq l < \tau \), let \( M_r \) be the index updated by Algorithm 2 from \( M_{l-1} \) for the edge addition to make \( G_r \) from \( G_{l-1} \). Then, the index \( M_r \) is a correct 2-hop index for \( G_r \).

Moreover, the sufficient condition for a pair to be added shown in Lemma 4.4 is actually also a necessary condition. Therefore, the minimality of newly added pairs is derived.

**Theorem 4.3.** The label entries added by the update algorithm are minimal. That is, for any vertex \( u \) and any pair in \( M_r(u) \setminus M_{r-1}(u) \), if we remove the pair from \( M_r(u) \), then \( M_r \) becomes an incorrect 2-hop index for \( G_r \).

**Bit-parallel labeling.**

As with static pruned landmark labeling, the dynamic method can be combined with *bit-parallel labeling* [4] to further improve the performance. Due to the space limit, we omit the details, but bit-parallel labels can be also updated incrementally. For each root \( r \), we resume the BFS from one of the endpoints of the new edge. The main difference is that, for any visited vertex \( v \), even if \( d(r, v) \) has not changed, we push \( v \) to the queue if the associated bitsets are changed.

**5. HISTORICAL QUERIES**

In this section, we propose a new indexing scheme referred to as *historical pruned landmark labeling* to efficiently process historical queries defined in Section 3. Unlike our first method for contemporary queries, as there is no previous work on these queries, we start from designing a new index framework (i.e., data structure and query algorithms), named *historical 2-hop cover*, in Section 5.1. Then, we propose an offline indexing algorithm that constructs an index from a stored historical graph in Section 5.2. Since it is more involved than that for contemporary queries, we explain our indexing algorithm with three steps: we start from an algorithm based on dynamic programming, next we turn the algorithm into a BFS-like algorithm, and then introduce pruning to the algorithm. Finally, we present an online incremental update algorithm for online graph changes in Section 5.3.

**5.1 Historical 2-Hop Cover Framework**

First, we propose a new indexing framework (i.e., data structure and query algorithms) referred to as the *historical 2-hop cover framework*. Since there is no previous work on these queries, it is the first framework for historical distance queries. The main technical challenge here is to design (almost) linear-time query algorithms for both kinds of historical queries.

**5.1.1 Data Structure**

For each vertex \( v \), we store a label \( L(v) \). Label \( L(v) \) is a set of triples \((u, \tau, \delta_{uv})\), where \( u \) is a vertex, \( \tau \) describes time, and \( \delta_{uv} = d_e(u, v) \). Due to Lemma 3.1, \((u, \tau, \delta_{uv}) \in L(v) \) also indicates \( d_e'(u, v) \leq \delta_{uv} \) for \( \tau' \geq \tau \).

As with the normal 2-hop cover framework, we store triples in a label in the ascending order of the IDs of destination vertices. In addition, we sort triples that share the same destination vertex in ascending order of distance (i.e., descending order of time).

**5.1.2 Answering Snapshot Queries**

A snapshot query between a pair of vertices \( s \) and \( t \) at time \( \tau \) can be answered in \( O(|L(s)| + |L(t)|) \) time. Though we basically conduct a merge-sort-like algorithm as with normal 2-hop cover, there are several differences. First, we need to ignore label entries with time later than \( \tau \). In addition, to handle triples in a label that share the same destination vertex, among them we only see the newest label entry with time earlier than or equal to \( \tau \). That is, if \((u_1, \tau_1, \delta_1) \) and \((u_{i+1}, \tau_{i+1}, \delta_{i+1}) \) are consecutive labels in \( L(s) \) where \( u_i = u_{i+1} \) and \( \tau_i \geq \tau_{i+1} \), then we ignore the second label since \( \delta_i \leq \delta_{i+1} \) from Lemma 3.1.
5.1.3 Answering Change-point Queries

Answering a change-point query between vertices $s$ and $t$ is a little more involved, but can be done in $O(l \log l)$ time, where $l = |L(s)| + |L(t)|$. First, we conduct a merge-sort-like algorithm to enumerate candidates of distance change-points. From pairs of triples $(u, \tau, \delta) \in E(s)$ and $(u, \tau, \delta) \in E(t)$, we enumerate pairs $(\tau, \delta) = (\max \{\tau_u, \tau_v\}, \delta_u + \delta_v)$, which indicates $d_{u,t}(s,t) \leq \delta$. Then, we sort these pairs by time $\tau$. Finally, we remove unnecessary pairs. That is, if $(\tau_u, \delta_u)$ and $(\tau_{u+1}, \delta_{u+1})$ are consecutive pairs, where $\tau_u \leq \tau_{u+1}$ and $\delta_u \leq \delta_{u+1}$, then we remove the second pair.

Again, the remaining issue is to handle triples in a label that share the same destination vertex. If we check every pair of these triples, in the worst case, it would take quadratic time. However, for these triples, we can also apply a merge-sort-like scan algorithm by considering time of these triples. In total, the first step and the final step can be done in linear time, and the time complexity is dominated by sorting.

5.2 Offline Indexing Algorithm

For presenting the indexing algorithm for contemporary queries, we first introduced naive labeling algorithm without pruning, then we introduced pruning to present the indexing algorithm. However, designing an algorithm for historical queries is more challenging since, while the naive labeling algorithm was obvious for contemporary queries, this time, even the naive labeling algorithm without pruning is not trivial for historical 2-hop cover. Therefore, we explain our indexing algorithm with three steps: we start from an algorithm based on dynamic programming, next we turn the indexing algorithm with three steps: we start from an algorithm to construct index $L_k$ from $L_{k-1}$ by adding triples whose destination vertex is $v_k$.

Algorithm 3 Pruned BFS from $v_k \in V$ to create index $L_k$ for historical queries.

1: procedure PRUNED(BFS($G$, $v_k$, $L_{k-1}$))
2: $L_k[v] \leftarrow L_{k-1}[v]$ for all $v \in V(G)$.
3: $Q \leftarrow$ a queue with only one element $v_k$.
4: $T[v_k] \leftarrow 0$ and $T[v] \leftarrow \infty$ for all $v \in V(G) \setminus \{v_k\}$.
5: $T'[v] \leftarrow \infty$ for all $v \in V(G)$.
6: for all $\delta = 0, 1, \ldots$ until $Q$ gets empty do
7: $Q \leftarrow$ an empty queue.
8: for all $u \in Q$ do
9: if QUERY_SNAPSHOT($v_k$, $u$, $T[u]$, $L_{k-1}$) $\leq \delta$ then
10: continue
11: $L_k[u] \leftarrow L_k[u] \cup \{(v_k, T[u], \delta)\}$
12: for all $w \in N(v)$ do
13: $T'[w] \leftarrow \max \{T[w], T(u, w)\}$
14: if $T'[w] < T[u]$ and $T'[w] < T[w]$ then
15: if $T'[w] = \infty$ then
16: Enqueue $w$ onto $Q'$.
17: $T'[w] \leftarrow T'[w]$.
18: $T[u] \leftarrow T'[u]$. $T'[u] \leftarrow \infty$ for all $u \in Q'$.
19: $Q \leftarrow Q'$.
20: return $L_k$

The key insight here is the following simple fact. For simplicity, we define $T[-1][u] = \infty$ for any vertex $u$ in the following. For any vertex $u$ and $\delta \geq 0$, if $T[\delta - 1][w] = T[\delta][w]$ for all $w \in N(u)$, then $T[\delta + 1][u] = T[\delta][u]$. Therefore, we avoid vainly computing values of such cells as follows. For each distance $\delta \geq 0$ and vertex $u$, we initially set $T[\delta + 1][u] = T[\delta][u]$. Then, we only check edges $(w, u)$ incident to vertex $w$ with $T[\delta - 1][w] \neq T[\delta][w]$, and update $T[\delta + 1][u]$ by $\max \{T[\delta][u], T(w, u)\}$ if it is smaller than the current value. This can be efficiently achieved by managing vertices with queues.

However, even using queues, it still takes $\Omega(D(V))$ time and $\Omega(D(V')$ space due to the two-dimensional table. Thus, instead of straightforwardly using a two-dimensional table, we use two one-dimensional arrays with length $O(|V'|)$, and avoid full initialization for each distance $\delta$. Consequently, conducting queue-based dynamic programming and avoiding $\Theta(|V'|)$ time initialization for each step, the total time complexity becomes $O(m \cdot \delta)$, where $m' = N(u)$ is the number of traversed edges including duplications. Also note that, by using queues, we do not need to obtain the maximum distance $D$ beforehand, as it suffices to stop when the queues get empty.

5.2.3 Historical Pruned Landmark Labeling

We finally introduce pruning to the previous algorithm to obtain our indexing algorithm. Suppose we have started with an empty index $L_0$ and we are constructing index $L_i$ from $L_{k-1}$ and the result of the $k$-th pruned BFS from $v_k$. Along with the labeling algorithm for contemporary queries, after drawing vertex $u$ from the queue $Q$, we issue a query between $v_k$ and $u$, and if the distance is at most $\delta$, we prune vertex $u$. The difference from the algorithm for contemporary queries here is that we issue a snapshot query with regard to time $T_0[u]$. The total algorithm is described as Algorithm 3.

The correctness of this algorithm is not obvious, but can be proved as the almost same way as the correctness of the pruned landmark labeling algorithm for contemporary queries.
Table 2: Comparing our dynamic method (Dynamic PLL) with other static state-of-the-art methods with regard to indexing time (IT), index size (IS) and query time (QT). LN denotes average label size for each vertex. DNF means it did not finish in one day or ran out of memory.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Dynamic PLL</th>
<th>IS-Label</th>
<th>Tree Decomposition</th>
<th>BFS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IT</td>
<td>IS</td>
<td>QT</td>
<td>LN</td>
</tr>
<tr>
<td>Epinions</td>
<td>4.0 s</td>
<td>55 MB</td>
<td>0.6 μs</td>
<td>40.1</td>
</tr>
<tr>
<td>Enron</td>
<td>1.9 s</td>
<td>29 MB</td>
<td>0.4 μs</td>
<td>15.0</td>
</tr>
<tr>
<td>P2P</td>
<td>334.6 s</td>
<td>3.3 GB</td>
<td>6.4 μs</td>
<td>769.9</td>
</tr>
<tr>
<td>YouTube</td>
<td>163.5 s</td>
<td>2.1 GB</td>
<td>1.2 μs</td>
<td>104.5</td>
</tr>
<tr>
<td>Wikipedia</td>
<td>774.3 s</td>
<td>2.7 GB</td>
<td>3.0 μs</td>
<td>317.5</td>
</tr>
<tr>
<td>DMS</td>
<td>204.5 s</td>
<td>1.1 GB</td>
<td>1.9 μs</td>
<td>218.4</td>
</tr>
<tr>
<td>ForestFire</td>
<td>158.7 s</td>
<td>1.6 GB</td>
<td>2.9 μs</td>
<td>345.7</td>
</tr>
</tbody>
</table>

Table 1: Datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th></th>
<th></th>
<th>Avg. deg</th>
<th>Max. deg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epinions</td>
<td>132 K</td>
<td>831 K</td>
<td>421 K</td>
<td>12.8</td>
</tr>
<tr>
<td>Enron</td>
<td>87 K</td>
<td>11 M</td>
<td>574 K</td>
<td>26.3</td>
</tr>
<tr>
<td>P2P</td>
<td>11 M</td>
<td>6.3 M</td>
<td>3.1 M</td>
<td>11.9</td>
</tr>
<tr>
<td>YouTube</td>
<td>3.2 M</td>
<td>9.4 M</td>
<td>4.7 M</td>
<td>5.8</td>
</tr>
<tr>
<td>Wikipedia</td>
<td>1.9 M</td>
<td>36.5 M</td>
<td>18.3 M</td>
<td>38.6</td>
</tr>
<tr>
<td>DMS</td>
<td>1.0 M</td>
<td>10.5 M</td>
<td>5.2 M</td>
<td>20.0</td>
</tr>
<tr>
<td>ForestFire</td>
<td>1.0 M</td>
<td>7.6 M</td>
<td>3.8 M</td>
<td>14.6</td>
</tr>
</tbody>
</table>

**Theorem 5.1.** For any pair of vertices \( s, t \) and \( i, \tau \geq 0 \), \( \text{QuerySnapshot}(s, t, i, \tau) = \text{QuerySnapshot}(s, t, \tau) \) if and only if \( d_{i-1}(s, t) \neq d_i(s, t) \).

**Corollary 5.1.** For any pair of vertices \( s, t \) and \( i, \tau \geq 0 \), \( \text{QuerySnapshot}(s, t, \tau) \).

**Corollary 5.2.** For any pair of vertices \( s, t \) and \( (\tau, \delta) \in \text{QueryChangePoints}(s, t, \tau) \) if and only if \( d_{i-1}(s, t) \neq d_i(s, t) \).

By the same discussion as Section 4.2.2, the time complexity is estimated as \( O(n(d + t)) \) time. As with the method for contemporary queries, to exploit central vertices, we order vertices from those with higher degree in the final snapshot.

**Note on weighted graphs:** For handling weighted graphs, the algorithm can be applied by simply using a priority queue instead of a normal queue. We push triple \((v, \delta, \tau)\) to the priority queue if \( v \) is reachable by distance \( \delta \) at time \( \tau \). We pop the triple with the smallest distance to compute labels and traverse edges.

5.3 Online Incremental Update Algorithm

Incrementally updating the index to reflect graph changes can be done in the almost same way as Section 4.3. For a newly added vertex, we just prepare a new empty label, and for a newly added edge, we resume pruned BFSs from the endpoints. The time complexity is also the same.

6. EXPERIMENTAL EVALUATION

6.1 Setup

We conducted experiments on a Linux server with Intel Xeon X5670 and 48GB of main memory. The proposed methods were implemented in C++. Only indexing was parallelized to use the six cores, and all the other timing results are sequential. We use 32 bits for each pair in an index for contemporary queries (8 bits for distance and 24 bits for vertex IDs) and 64 bits for each triple in that for historical queries (additional 32 bits represent time).

To show the efficiency and robustness of our method, we conducted experiments on large-scale real-world and synthetic dynamic networks. For some of the datasets with coarse-grind timestamps, we randomly determined the order of insertions of edges with the same timestamps. Moreover, to avoid startup effects, we assume the first half of the edges exist from the beginning. We treated all the graphs as undirected graphs. Statistics of the datasets are given in Table 1. The detailed description of each dataset is as follows.

Real time-evolving networks: Epinions [20] is the online social network in Epinions (www.epinions.com); Enron [18] is an e-mail network among employees of Enron between 1999 and 2003; P2P [2] is a graph constructed from a log of an eDonkey server where vertices describe users and a link between two users appears when one provided a file to the other; YouTube [21] is the online social network among users of YouTube (www.youtube.com) crawled daily in 2007; Wikipedia [21] is a web graph between English Wikipedia pages (en.wikipedia.org) constructed from edit history.

Synthetic time-evolving networks: DMS is a synthetic graph constructed under the Notogovtsev-Mendes-Samukhin model [14], which is a simple growth model based on preferential attachment that exhibits power-law degree distribution; ForestFire is a graph generated by the forest fire model [19], which exhibits not only standard static properties but also common properties on dynamic networks like densification power laws and shrinking diameter.

For the DMS network, we set the power-law exponent as around 2.3. We generated the ForestFire network by Stanford Network Analysis Platform with the default parameters.

In both experiments for contemporary queries and historical queries, we conducted the experiments as follows. (1) We first construct an index from a graph with all the edges except last 10,000 edges by the offline indexing algorithm. (2) Then, we measure average update time by inserting the last 10,000 edges. (3) Finally, we measure the average query time with 1,000,000 random queries after reflecting all the dynamic updates. As a baseline, the average time of BFSs for 1,000 random pairs is also reported. Justification of this configuration is discussed in Section 9.

6.2 Contemporary Queries

In this subsection, we evaluate our first method for contemporary queries (Table 2). As there are no previous dynamic exact methods for contemporary queries, we compare the proposed method with two state-of-the-art static exact methods: a tree-decomposition-based method [5] and IS-Label [15] introduced in Section 2.

To show the efficiency and robustness of our method, we conducted experiments on large-scale real-world and synthetic dynamic networks. For some of the datasets with coarse-grind timestamps, we randomly determined the order of insertions of edges with the same timestamps. Moreover, to avoid startup effects, we assume the first half of the edges exist from the beginning. We treated all the graphs as undirected graphs. Statistics of the datasets are given in Table 1. The detailed description of each dataset is as follows.

Real time-evolving networks: Epinions [20] is the online social network in Epinions (www.epinions.com); Enron [18] is an e-mail network among employees of Enron between 1999 and 2003; P2P [2] is a graph constructed from a log of an eDonkey server where vertices describe users and a link between two users appears when one provided a file to the other; YouTube [21] is the online social network among users of YouTube (www.youtube.com) crawled daily in 2007; Wikipedia [21] is a web graph between English Wikipedia pages (en.wikipedia.org) constructed from edit history.

Synthetic time-evolving networks: DMS is a synthetic graph constructed under the Notogovtsev-Mendes-Samukhin model [14], which is a simple growth model based on preferential attachment that exhibits power-law degree distribution; ForestFire is a graph generated by the forest fire model [19], which exhibits not only standard static properties but also common properties on dynamic networks like densification power laws and shrinking diameter. For the DMS network, we set the power-law exponent as around 2.3. We generated the ForestFire network by Stanford Network Analysis Platform with the default parameters.

In both experiments for contemporary queries and historical queries, we conducted the experiments as follows. (1) We first construct an index from a graph with all the edges except last 10,000 edges by the offline indexing algorithm. (2) Then, we measure average update time by inserting the last 10,000 edges. (3) Finally, we measure the average query time with 1,000,000 random queries after reflecting all the dynamic updates. As a baseline, the average time of BFSs for 1,000 random pairs is also reported. Justification of this configuration is discussed in Section 9.

6.2 Contemporary Queries

In this subsection, we evaluate our first method for contemporary queries (Table 2). As there are no previous dynamic exact methods for contemporary queries, we compare the proposed method with two state-of-the-art static exact methods: a tree-decomposition-based method [5] and IS-Label [15] introduced in Section 2.
Table 4: Experimental results of our method for historical queries against real-world and synthetic networks.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Historical Pruned Landmark Labeling</th>
<th>BFS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Indexing time</td>
<td>Index size</td>
</tr>
<tr>
<td>Epinions</td>
<td>23.1 s</td>
<td>230 MB</td>
</tr>
<tr>
<td>Enron</td>
<td>5.4 s</td>
<td>86 MB</td>
</tr>
<tr>
<td>P2P</td>
<td>2596.4 s</td>
<td>9.7 GB</td>
</tr>
<tr>
<td>YouTube</td>
<td>1281.8 s</td>
<td>9.1 GB</td>
</tr>
<tr>
<td>Wikipedia</td>
<td>5165.9 s</td>
<td>13.0 GB</td>
</tr>
<tr>
<td>DMS</td>
<td>920.0 s</td>
<td>3.8 GB</td>
</tr>
<tr>
<td>ForestFire</td>
<td>1056.3 s</td>
<td>6.5 GB</td>
</tr>
</tbody>
</table>

Table 3: Experimental results of our online update algorithm for contemporary queries.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Update time</th>
<th>Label time</th>
<th>Visited vertices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epinions</td>
<td>0.2 ms</td>
<td>1.0 × 10^4</td>
<td>5.7</td>
</tr>
<tr>
<td>Enron</td>
<td>0.5 ms</td>
<td>3.2 × 10^4</td>
<td>4.6</td>
</tr>
<tr>
<td>P2P</td>
<td>4.0 ms</td>
<td>1.5 × 10^4</td>
<td>2.9</td>
</tr>
<tr>
<td>YouTube</td>
<td>4.3 ms</td>
<td>1.6 × 10^4</td>
<td>11.4</td>
</tr>
<tr>
<td>Wikipedia</td>
<td>6.1 ms</td>
<td>4.0 × 10^5</td>
<td>5.4</td>
</tr>
<tr>
<td>DMS</td>
<td>1.9 ms</td>
<td>1.8 × 10^4</td>
<td>8.2</td>
</tr>
<tr>
<td>ForestFire</td>
<td>2.6 ms</td>
<td>3.7 × 10^4</td>
<td>9.8</td>
</tr>
</tbody>
</table>

6.2.1 Indexing Time, Index Size and Label Size

We first confirm the high scalability of our method from the results on indexing time, index size and average label size (Table 2). We set the number of times we conduct bit-parallel BFSs as 16. The results indicate the competitive scalability of the proposed method in comparison even with static-state-of-the-art methods.

6.2.2 Query Time

Then, we study the average query time reported in Table 2. It shows that the query time of our method is generally microseconds. It is several orders of magnitude faster than BFSs and competitive with other static methods, indicating applicability to query-intensive applications such as network-sensitive search. In particular, the query time of the proposed method is thousands times faster than IS-Label. This is because the query algorithm visits only two consecutive regions (i.e., two labels) in the main memory for each query.

6.2.3 Update Time and Label Increase

We observe that the average update time is generally milliseconds (Table 3), which is four or five orders of magnitude faster than full index reconstruction and sufficiently fast for real-time processing. Average label increase in Table 3 describes the average difference of the average label size before and after inserting an edge. As the average label increase is also small, we confirm that the label size grows slowly. Table 3 also lists the average number of vertices visited during each BFS for dynamic index updates. More precisely, we define that a vertex is visited if it is inserted in the queue. It shows the numbers of visited vertices are very small, that is, the dynamic update is certainly done quite locally.

6.3 Historical Queries

Second, we present experimental results on our second method for historical queries (Table 4). This time, since there are no previous methods for historical distance queries, the proposed method is not compared with other methods.

6.3.1 Indexing Time, Index Size and Label Size

Indexing time, index size and average label size are shown in Table 4. Although indexing time and index size are a little larger than those for contemporary queries, they are still acceptable even for large dynamic networks. For example, it took only two hours for constructing an index from the Wikipedia dataset. Also note that, since our method can incrementally update an index, we do not need to reconstruct an index frequently. The index size was 13 GB, which adequately fits in the main memory of commodity computers of the day.

6.3.2 Query Time

Average query time is also reported in Table 4. As a baseline for change-point queries, we suppose a naive method that conducts a BFS for each snapshot. Since this baseline method takes too long query time, we estimated the average query time by the product of the average snapshot-query time and the number of snapshots. For both snapshot queries and change-point queries, the query time of our method for historical queries is also generally microseconds and orders of magnitude faster than the baselines.

6.3.3 Update Time and Label Increase

Average update time is also listed in Table 4. As with the method for contemporary queries, this method for historical queries also handles each update in milliseconds. Moreover, as average label increase in Table 4 is small, we can confirm that the label size grows slowly.

7. EXTENSIONS

Shortest-path queries: To efficiently answer not only distance but also the shortest path, we store parents of label entries in BFS trees, and ascend the trees from the two endpoints to restore the path. If the index size is more critical than the query time, then another way to answer the shortest path is to repeatedly move to a vertex that has smaller distance from one endpoint to the other endpoint by using distance queries.

Directed graphs: If the input graph is a directed graph, we store and maintain two labels $L_{IN}(v)$ and $L_{OUT}(v)$ for each vertex $v$, where $L_{IN}(v)$ contains distances from $v$ and $L_{OUT}(v)$ contains distances to $v$. To construct or update an index, we conduct pruned BFSs twice from each vertex in the forward and reverse directions.

Weighted graphs: To handle weighted graphs, for both indexing and updating, we conduct or resume pruned Dijkstra’s algorithm instead of pruned BFSs. As for edge weight update, our methods can only handle weight decrease.
of high closeness centralities from distances, which has never been available at all without our index.

As shown by the case study in Section 1.2, transitions of distance and shortest-path themselves are useful and of interest. Furthermore, based on our method, we can also estimate the transition just by evaluating random change-point queries with regard to a set of randomly sampled pairs of vertices. In Figure 5, we illustrate the hop plot of YouTube and Wikipedia for various distances. We observe that it tends to increase over time, as expected from the fact that average distance decreases over time.

8. APPLICATION TO EVOLVING NETWORK ANALYSIS

In this section, we demonstrate the usefulness of our historical indexing method for evolving network analysis. The proposed method enables quick and fine-grind temporal analysis of large-scale dynamic networks. For example, with our index, users can instantly and interactively check the transition of various features related to distances, which has never been available at all without our index.

As shown in Figure 3, the transition of average distance and effective diameter:

**Average distance and effective diameter:** Distance distribution is one of the most important features of networks, and the transition of distance distribution of dynamic networks is of strong interest to the data mining and social network analysis community [19]. Though calculating distance distribution of one graph is already too costly, to obtain the transition of it, we need to do so for many snapshots of graphs, which would be impossible for large historical networks. Using our historical indexing method, however, we can estimate the transition just by evaluating random change-point queries with regard to a set of randomly sampled pairs of vertices. To demonstrate the effectiveness of our method, we computed the transition of the average distance between pairs and the effective diameter (the 90th percentile distance) of various networks (Figure 3). We can observe that average distance decreases over time, which confirms the claim of [19], but the effective diameter sometimes increases.

**Closeness centrality:** Closeness centrality is one of the most popular network centralities defined on vertices. There are several different definitions, but all of them are based on distances to other vertices, and thus they can be efficiently estimated by random change-point queries. Here, we adopt the definition that defines the closeness centrality of vertex \( v \) as \( \frac{1}{|V|} \sum_{u \in V} 2^{-d(v,u)} \). We picked up several vertices of high closeness centralities from Enron and Epinions and computed the transition of their closeness centralities by the proposed method (Figure 4). We can see that the closeness centrality sometimes drastically increases as some moment.

**Hop Plot:** To study distance distribution in depth, the (temporal) hop plot, which is the transition of the fraction of pairs within a fixed distance, is also used. We can approximate the hop plot by evaluating change-point queries with regard to a set of randomly sampled pairs of vertices. In Figure 5, we illustrate the hop plot of YouTube and Wikipedia for various distances. We observe that it tends to increase over time, as expected from the fact that average distance decreases over time.

9. DISCUSSION ON PRACTICABILITY FOR NETWORK-AWARE SERVICES

In this section, we argue that supporting no removals does not limit applicability of the proposed methods, and rather, it is a more promising approach than seeking for fully dynamic methods.

First of all, we emphasize again that all the existing methods are static. Thus, we were only able to handle edge updates by reconstructing the index from scratch. Since it can be only done periodically (say, once per day), we have to wait for a long time to reflect edge updates. With our index, however, we can instantly reflect edge additions. Having said that, when handling edge updates, it is inevitable to fully reconstruct the index periodically since we often want to exploit the global information of the current graph such as centrality or clustering. Thus, a practical way to handle edge updates is a combination of periodic index reconstruction and incremental index update, and our method enables this combination for the first time. We note that edge removals are reflected when reconstructing the index while edge additions are reflected immediately.

We also mention that fully dynamic methods that supporting edge removals would be too complicated and impractical at all. As a realistic compromise, we have focused only on edge additions and have established a method that has a competitive performance.
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