Unsupervised Discriminant Projection Analysis for Feature Extraction
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Abstract

This paper develops an unsupervised discriminant projection (UDP) technique for feature extraction. UDP takes the local and non-local information into account, seeking to find a projection that maximizing the non-local scatter and minimizes the local scatter simultaneously. This characteristic makes UDP more intuitive and more powerful than the up-to-date method — Locality preserving projection (LPP, which considers the local information only) for classification tasks. The proposed method is applied to face biometrics and examined using the ORL and FERET face image databases. Our experimental results show that UDP consistently outperforms LPP, PCA, and LDA.

1. Introduction

PCA and LDA are two well-known linear subspace learning techniques and have become the most popular methods for face recognition [1-3]. Recently, He et al [5, 6] proposed a method called Locality Preserving Projections (LPP) and applied it to face recognition. LPP is a linear subspace method derived from Laplacian Eigenmap [4]. It results in a linear map that optimally preserves local neighborhood information in a certain sense. In contrast to most manifold learning algorithms, a remarkable advantage of LPP is that it can generate a simple and efficiently-computable linear map, like that of PCA or LDA.

LPP is modeled based on the characterization of “locality”. This modeling, however, has no direct connection to classification. The objective function of LPP is to minimize the local quantity, i.e., the local scatter of the projected data. This criterion cannot guarantee to yield a good projection for classification in some cases where the “non-locality” provides dominant information for discrimination. In this paper, we will address this problem and explore a more effective projection for classification purpose. We will consider two quantities, local and non-local, at the same time in the modeling process.

We first present the techniques to characterize the local and non-local scatters of data. Then, based on this characterization, we propose a criterion, which seeks to maximize the ratio of the non-local scatter to the local scatter. This criterion, similar to the classical Fisher criterion, is a Rayleigh quotient in form. Thus, it is not hard to find its optimal solutions by solving a generalized eigen-equation. Since the proposed method does not use the class-label information of samples in the learning process, this method is called unsupervised discriminant projection (UDP), in contrast with the supervised discriminant projection of LDA.

In contrast with LPP, UDP has intuitive relations to classification since it utilizes the information of the “non-locality”. Provided that each cluster of samples in the observation space is exactly within a local neighborhood, UDP can yield an optimal projection for clustering in the projected space, while LPP cannot. As a feature extraction method, UDP will be demonstrated more effective than LPP, PCA and LDA, based on our experiments using two face image databases.

2. Unsupervised Discriminant Projection (UDP) Analysis

2.1. Characterization of the Local Scatter

Recall that in PCA, in order to preserve the global geometric structure of data in a transformed low-dimensional space, the global scatter of samples is considered. Instead, if we aim to discover the local structure of data, the local scatter (or intra-locality scatter) of samples should be considered. The local scatter can be characterized by the mean square of the Euclidean distance between any pair of the projected sample points that are within any local δ -
neighborhood ($\delta > 0$). Specifically, two samples $x_i$ and $x_j$ are viewed within a local $\delta$-neighborhood provided that $\|x_i - x_j\|^2 < \delta$. Let us denote the set $U^\delta = \{(i,j)\| x_i - x_j\|^2 < \delta \}$. After the projection of $x_i$ and $x_j$ onto a direction $w$, we get their images $y_i$ and $y_j$. The local scatter of $w$ is then defined by

$$J_L(w) = \frac{1}{2} \frac{1}{M_2} \sum_{i,j \in U^\delta} (y_i - y_j)^2$$

where $M_2$ is the number of sample pairs satisfying $\|x_i - x_j\|^2 < \delta$.

Let us define the adjacency matrix $H$, whose element is given below:

$$H_{ij} = \begin{cases} 1, & \|x_i - x_j\|^2 < \delta \\ 0, & \text{otherwise} \end{cases}$$

It is obvious that the adjacency matrix $H$ is a symmetric matrix.

By virtue of the adjacency matrix $H$, Eq. (1) can be rewritten by

$$J_L(w) = \frac{1}{2} \frac{1}{M_2} \sum_{i,j \in U^\delta} H_{ij} (y_i - y_j)^2$$

where

$$S_L = \frac{1}{2} \sum_{i,j \in U^\delta} H_{ij} (x_i - x_j)(x_i - x_j)^T.$$  \hspace{1cm} (5)

$S_L$ is called the local scatter (covariance) matrix.

Due to the symmetry of $H$, it follows that

$$S_L = \frac{1}{2} \left( \sum_{i=1}^{M} H_{ii} x_i x_i^T + \sum_{i=1}^{M} H_{jj} x_j x_j^T - 2 \sum_{i=1}^{M} H_{ij} x_i x_j^T \right) = (XDX^T - XX^T) = XLX^T,$$  \hspace{1cm} (6)

where $X = (x_1, x_2, \ldots, x_M)$, and $D$ is a diagonal matrix whose elements on diagonal are column (or row since $H$ is a symmetric matrix) sum of $H$. $L = D - H$ is called Laplacian matrix in [4-6].

It is obvious that $L$ and $S_L$ are both real symmetric matrices. From Eqs. (4) and (6), we know $w^T S_L w \geq 0$ for any nonzero vector $w$. So, the local scatter matrix $S_L$ must be non-negative definite.

In the above discussion, we use $\delta$-neighborhoods to characterize the “locality” and the local scatter. This way is geometrically intuitive but unpopular because it is hard to choose a proper neighborhood radius $\delta$ in practice. To void the difficulty, the method of K-nearest neighbors is always used instead in real-world applications. The K-nearest neighbors method can determine the following adjacency matrix $H$, with elements given by:

$$H_{ij} = \begin{cases} 1, & \text{if } x_i \text{ is among } K \text{ nearest neighbors of } x_j \\ 0, & \text{otherwise} \end{cases}$$

The local scatter can be characterized similarly by K-nearest neighbor adjacency matrix if Eq. (2) is replaced by Eq. (7).

### 2.2. Characterization of the Non-local Scatter

In contrast to the characterization of the local scatter, the non-local scatter (i.e., the inter-locality scatter) can be characterized by the mean square of the Euclidean distance between any pair of the projected sample points that are outside any local $\delta$-neighborhood ($\delta > 0$).

Let us denote the set $U_N^\delta = \{(i,j)\| x_i - x_j\|^2 \geq \delta \}$. The non-local scatter is defined by

$$J_N(w) = \frac{1}{2} \frac{1}{M_N} \sum_{i,j \in U_N^\delta} (y_i - y_j)^2$$

where $M_N$ is the number of elements in $U_N^\delta$.

By virtue of the adjacency matrix $H$ in Eq. (2) or (7), the non-local scatter can be rewritten by

$$J_N(w) = \frac{1}{2} \frac{1}{M_N} \sum_{i,j \in U_N^\delta} (1 - H_{ij})(y_i - y_j)^2$$

It follows from Eq. (9) that

$$J_N(w) = w^T \left[ \frac{1}{2} \sum_{i,j \in U_N^\delta} (1 - H_{ij})(x_i - x_j)(x_i - x_j)^T \right] w$$

where

$$S_N = \frac{1}{2} \sum_{i,j \in U_N^\delta} (1 - H_{ij})(x_i - x_j)(x_i - x_j)^T.$$  \hspace{1cm} (11)

$S_N$ is called the non-local scatter (covariance) matrix. It is easy to show $S_N$ is also a non-negative definite matrix.

Let us define the matrix $H_N = (1 - H_{ij})_{M \times M}$. Similar to the derivation of Eq. (6), we have

$$S_N = XL_N X^T.$$  \hspace{1cm} (12)

where $L_N = D_N - H_N$, $D_N$ is a diagonal matrix whose elements on diagonal are column (or row) sum of $H_N$. 
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2.3. Criterion of UDP

The technique of Locality Preserving Projection (LPP) [5] seeks to find a linear subspace which can preserve the local structure of data. LPP is actually to minimize the local scatter \( J_L(w) \). Intuitively, the projection direction determined by LPP can ensure that, if samples \( x_i \) and \( x_j \) are close, their projections \( y_i \) and \( y_j \) are close as well. But, LPP cannot guarantee that, if samples \( x_i \) and \( x_j \) are not close, their projections \( y_i \) and \( y_j \) are not either. This means, it possibly happens that two faraway samples belonging to different classes may result in close images after the projection of LPP. Therefore, LPP does not necessarily yield a good projection suitable for classification.

For the purpose of classification, an intuitive motivation is to find a projection, which makes the close samples become closer and simultaneously make the distant samples become more distant. From this point of view, a desirable projection should be the one that minimizes the local scatter \( J_L(w) \) and maximizes the non-local scatter \( J_N(w) \) at the same time. Actually, we can obtain such a projection by maximizing the following criterion:

\[
J(w) = J_N(w) = \frac{w^T S_N w}{w^T S_L w}
\]

(13)

The criterion in Eq. (13) is formally similar to the Fisher criterion since they are both Rayleigh quotients. Differently, the matrices \( S_N \) and \( S_L \) in Eq. (13) can be constructed without knowing the class-label of samples while the between-class and within-class scatter matrices in the Fisher criterion cannot. This means the Fisher discriminant projection is supervised while the projection determined by \( J(w) \) can be obtained in an unsupervised manner. So, this projection is called Unsupervised Discriminant Projection (UDP) in this paper.

2.4. Algorithm of UDP

If the local scatter matrix \( S_L \) is non-singular, the criterion in Eq. (13) can be maximized directly by calculating the generalized eigenvectors of the following generalized eigen-equation:

\[
S_N w = \lambda S_L w
\]

(14)

The projection axes of UDP can be selected as the generalized eigenvectors \( w_1, w_2, \ldots, w_d \) of \( S_N w = \lambda S_L w \) corresponding to \( d \) largest positive eigenvalues \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_d \).

After obtaining the projection axes, we can form the following linear transform for a given sample \( x \):

\[
y = W^T x, \text{ where } W = (w_1, w_2, \ldots, w_d)
\]

(15)

The feature vector \( y \) is used to represent the sample \( x \) for recognition purpose.

In real-world biometrics applications such face recognition, however, \( S_N \) is always singular due to the given limited amount of training samples. In such cases, the classical algorithm cannot be used directly to solve the generalized eigen-equation. To avoid this difficulty, we can adopt the two-phase strategy used in Fisherfaces or Laplacianfaces. That is, PCA is first used for dimension reduction and then UDP is performed in the PCA-transformed space.

3. Experiments

3.1. Experiment Using the ORL Database

The ORL (or called AT&T) database contains face images from 40 subjects, each providing 10 different images. For some subjects, the images were taken at different times, varying the lighting, facial expressions and facial details. The size of each image is 92x112 pixels, with 256 grey levels per pixel.
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Figure 1. The maximal average recognition rates of four methods versus the variation of the training sample sizes

In our experiments, the first \( l \) images (\( l \) varies from 2 to 5) of each individual are used for training, and the remaining (10 - \( l \)) images are used for test. For each \( l \), PCA (Eigenface) [1], LDA (Fisherface) [3], LPP (Laplacianface) [6] and the proposed UDP are, respectively, used for feature extraction. In the PCA phase of LDA, Laplacianface and UDP, the number of principal components is set as 25, 40, 50, and 60, respectively corresponding to \( l = 2, 3, 4, \) and 5. The K-nearest neighborhood parameter \( K \) in Laplacianface
and UDP is chosen as $K = l - 1$. Finally, a nearest-neighbor classifier with cosine distance is employed for classification. The recognition rate curve versus the variation of training sample sizes is shown in Figure 1. Figure 1 indicates UDP consistently performs better than Laplacianface, LDA, and PCA as the training sample size varies from 2 to 5. When the training sample size $l = 5$, the recognition rate of UDP is up to 97.5%. This result is very encouraging in contrast to the previous ones on this database.

3.2. Experiment Using the FERET Database

The final experiment is performed on a subset of the FERET database [7-9], which includes 1000 images of 200 individuals (each one has 5 images). It is composed of the images whose names are marked with two-character strings: “ba”, “bj”, “bk”, “be”, “bf”. This subset involves variations in facial expression, illumination, and pose. In our experiment, the facial portion of each original image was automatically cropped based on the location of eyes and mouth, and the cropped image was resized to 80×80 pixels and pre-processed by histogram equalization.

In our test, we use the first two images (i.e., “ba” and “bj”) per class for training, and the remaining three images (i.e., “bk”, “be” and “bf”) for test. PCA, LDA, Laplacianface and UDP are, respectively, used for feature extraction. In the PCA phase of LDA, Laplacianface and UDP, the number of principal components is set as 120. The K-nearest neighborhood parameter $K$ in Laplacianface and UDP is chosen as $K = l - 1 = 1$. After feature extraction, a nearest neighbor classifier with cosine distance is employed for classification. The maximal recognition rate of each method and the corresponding dimension are given in Table 1. Table 1 demonstrates again that UDP outperforms PCA, LDA and Laplacianface.

<table>
<thead>
<tr>
<th>Method</th>
<th>PCA</th>
<th>LDA</th>
<th>LPP</th>
<th>UDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>73.3</td>
<td>75.0</td>
<td>77.0</td>
<td>80.5</td>
</tr>
<tr>
<td>Dimension</td>
<td>85</td>
<td>100</td>
<td>105</td>
<td>100</td>
</tr>
</tbody>
</table>

4. Conclusions

We develop an unsupervised discriminant projection (UDP) technique for feature extraction in this paper. UDP takes account of the local and non-local scatters at the same time and seeks to find a projection maximizing the ratio of the non-local scatter to the local scatter. The utilization of the non-local information makes UDP more intuitive and more powerful than LPP for classification tasks. Our experimental results on two face image databases demonstrate that UDP is more effective than LPP (Laplacianface), PCA and LDA.
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