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ABSTRACT

As GPU becomes an integrated component in handheld devices like smartphones, we have been investigating the opportunities and limitations of utilizing the ultra-low-power GPU in a mobile platform as a general-purpose accelerator, similar to its role in desktop and server platforms. The special focus of our investigation has been on mobile GPU’s role for energy-optimized real-time applications running on battery-powered handheld devices. In this work, we use face recognition as an application driver for our study. Our implementations on a smartphone reveals that, utilizing the mobile GPU as a co-processor can achieve significant speedup in performance as well as substantial reduction in total energy consumption, in comparison with a mobile-CPU-only implementation on the same platform.

INTRODUCTION

Exploring the use of Graphics Processor Unit (GPU) as a general-purpose co-processor to accelerate compute-intensive applications has been an active research subject in the past few years. Depending on the applications, the underlying algorithms’ inherent parallelism, and the computing capability offered by the GPUs, a speedup ranging from several times to hundreds of times has been reported in the literatures. The programmable GPU is now also available in handheld devices, such as smartphones and portable gaming devices. Since those handheld devices are powered by batteries, the mobile GPU are typically designed with limited power ceiling of less than 1 watt [6]. As a result, the mobile GPU usually has fewer cores, lower memory bandwidth, and variant architecture when compared to the desktop GPUs.

As most existing CPU-GPU optimizations are based on, and optimized for, desktop and server platforms, it is desirable to characterize the computing capability of a mobile CPU-GPU platform and revisit the GPGPU strategies in order to better utilize the computational power of a mobile GPU. Moreover, it is also important to characterize the power efficiency of the mobile GPU and CPU in order to optimize the total energy consumption when developing a mobile application. There were few papers discussing the utilization of a mobile GPU as a general-purpose co-processor. In [5], the authors implemented an image filtering with a 3x3 kernel on the PowerVR GPU in a mobile SoC, TI’s OMAP3 [1], and optimized the performance (from 13fps to 29fps) by reducing the precision of the floating point variables whenever possible. In [4], the authors reported that the PowerVR GPU, operating at 111 MHz, achieved a better performance (0.41fps vs. 0.11 fps) and lower power consumption (232 mW vs. 361 mW) for low-level image processing tasks (such as Gaussian blur, color and geometry adjustments), in comparison with the ARM Cortex-A8 processor running at 555 MHz on the same platform. Their investigation was conducted with an emulated version of OpenCL [9] embedded profile, which, however, is not yet available for current commodity smartphones and development boards.

In this paper, we investigate the computational capability and energy efficiency of a current mobile CPU-GPU system for an exemplar computer vision application - face recognition. We first give an overview of the mobile GPU’s architecture and the programming API in Section 2. A comparison of a mobile GPU’s performance and its power efficiency to a mobile CPU and a desktop GPU is made in Section 3. Then in Section 4, we describe our GPU-accelerated face recognition application and demonstrate that utilizing the mobile GPU can achieve both significant performance boost and substantial energy reduction for our target application. Finally we conclude our study and discuss future research directions.

MOBILE GPU OVERVIEW

A GPU inside a mobile device is typically integrated into the application processor system-on-a-chip (SoC) which also consists of one or several CPUs, DSP, and other application-specific accelerators, as shown in Figure 1.(a). Instead of having its own graphics memory, an embedded GPU shares the system bus with other computing cores to access the external memory and therefore has much lower memory bandwidth than those of laptop and high-performance desktop systems [6]. The major SoCs and the mobile GPUs available in the market include Qualcomm’s Snapdragon SoC with the Adreno 200 GPU [2], TI’s OMAP3 SoC with the PowerVR SGX 530/535 [1], and Nvidia’s Tegra2 SoC with its own ultra-low-power (ULP) version of GeForce GPU [3].

Mobile GPUs are usually designed with emphasis of lower power consumption rather than performance. Reducing the traffic between the GPU and the memory is one of the key techniques to reduce the power consumption in the architecture level design [6]. For example, the GeForce GPU inside Tegra, as shown in Figure 1(b), has implemented on-chip caches for pixel, texture, vertex, and attribute to reduce the system memory transactions during the rendering process. The inclusion of caches provides better performance since cache access has less latency than off-chip memory [3]. Storing the entire texture and frame buffer, which are used in the rendering pipeline, in the on-chip buffer could significantly reduce memory transactions. To make it feasible, the PowerVR GPU exploits a tiling architecture which divides a frame into small tiles (e.g. a rectangular block, usually 16x16 pixels) and renders one tile at a time so that all the required data can be stored in the on-chip memory [6].

Another way to reduce the number of memory transactions is to store the compressed data (e.g. compressed textures, vertex and frame buffers) in memory and then decompressed on-the-fly by GPU cores before processing [7]. Avoiding unnecessary memory access also helps to lower the power consumption. In 3D graphics rendering, multiple polygons and their corresponding pixels may overlay the same 2D screen-based pixel locations. Traditional graphics pipeline usually renders all the polygons, including the occluded ones, and then “culling” adequate polygons to display according to the polygons’ depths. The Tegra GPU, as illustrated in Figure 1(b), moves the culling stage before rendering all the objects so as to effectively minimize unnecessary computations as well as unnecessary memory access.
MOBILE GP-GPU: CAPABILITY AND LIMITATIONS

We implemented Fast Fourier Transform (FFT), a kernel computation of many image and signal processing algorithms, on a mobile GPU with the intent of testing the applicability of utilizing mobile GPU for higher level tasks. Its performance and power consumption were then compared to a mobile CPU and a desktop GPU. Our experiments were performed on an Nvidia Tegra SoC [3] with the following specifications: a 1GHz dual-core ARM Cortex-A9 CPU, 1GB of RAM, an Nvidia ultra-low-power GeForce GPU running at 333MHz, and 512MB of Flash memory.

**FFT on GPU**

A 1D FFT of sample \(N\) is defined as
\[
X(k) = \sum_{n=0}^{N-1} x(n)e^{-j2\pi nk/N}, \quad 0 \leq k \leq N - 1.
\]
In our study, we examined an implementation of the Cooley-Tukey FFT algorithm, based on the approach presented in [15], using OpenGL ES 2.0 API and the shader language. The processing flow of the Cooley-Tukey method is depicted in Figure 2. A total of \(\log_2 N\) stages are required to complete the computation for \(N\) samples. Samples in each stage form pairs between two groups, as shown in the dotted box of Figure 2. The computation of this group is expressed as: \(c = a + w^b \cdot b\) and \(c = a - w^b \cdot b\). The coefficients of each sample (i.e. \(\pm w^b\)) is pre-computed and stored as a texture for the shader program to fetch. It should be noticed that the sign of the coefficient is also included in the texture in order to avoid the conditional computation (e.g. branches) within the shader program.

The transformation of a 2D image is done by applying 1D FFT to rows and columns consecutively. For each stage, a quad is rendered covering the entire 2D \(N \times N\) data array. Each stage requires a texture of size \(N \times 1\) to store the pre-computed coefficients. To reduce the memory bandwidth between system memory and GPU memory, the coefficients for the real part and the imaginary part are stored in the two channels of the texture. Another texture storing the fetch indices is required. Although it could be combined with coefficient texture, such implementation is wasteful because indices require a lower resolution texture than that required for coefficients. Therefore, we allocate a texture with a lower resolution for fetch indices to reduce the memory bandwidth. The iterative process is implemented by multiple rendering passes, with a floating point framebuffer object (FBO) (Chapter 12 in [11]) to store the intermediate rendering results.

**Comparison With Mobile CPU**

The measured execution time and measured power consumption of computing 2D complex FFT of various sizes on the Tegra CPU and GPU are shown in the first and second rows respectively of Table 1. The listed execution time is the average time of computing FFT and IFFT 50 times. For \(128 \times 128\) FFT, the GPU is 3x faster and consumes 8% more power than the CPU (1 second vs. 3.1 seconds, and 4.1 watts vs. 3.7 watts). The slightly higher power when using GPU is because the CPU is not idle when the GPU is
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**Table 1**

<table>
<thead>
<tr>
<th>Experiment</th>
<th>CPU Time (s)</th>
<th>GPU Time (s)</th>
<th>CPU Power (W)</th>
<th>GPU Power (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFT 128x128</td>
<td>3.1</td>
<td>1</td>
<td>4.1</td>
<td>3.7</td>
</tr>
<tr>
<td>IFFT 128x128</td>
<td>3.1</td>
<td>1</td>
<td>4.1</td>
<td>3.7</td>
</tr>
</tbody>
</table>

---

**Figure 1.** (a) A high-level block diagram of a mobile SoC system. The GPU shares the system bus with the CPU and other computing hardwares. (b) The processing flow and block diagram of an ultra-low-power GeForce GPU in the Tegra SOC [3]. The inclusion of caches and performing the depth culling before the pixel processing help reduce the traffic to system memory and reduce the overall power dissipation.

**Programming API**

OpenGL ES 2.0 [8] is the primary graphics programming interface for handheld and embedded devices with a programmable GPU: a programmable vertex shader and fragment shader for per vertex position and per pixel calculation respectively. Other stages in the rendering pipeline, such as rasterization and culling, remain as fixed functions. OpenGL ES 2.0 is a subset of the widespread adopted OpenGL standard used in desktop systems and game consoles. This subset removes some redundancy from the OpenGL API. For example, if multiple methods can perform the same operation, the most useful method is adopted and other redundant methods are removed. An example is that only vertex arrays are used to specify geometry in OpenGL ES 2.0, whereas in OpenGL an application can also use the immediate mode and the display lists in addition to the vertex array to specify geometry. There are also new features introduced to address specific constraints of handheld devices. For example, to reduce the power consumption and increase the performance of the shaders, precision qualifiers were introduced to the shading language: "lowp" (10-bit fixed point format in the range [-2,2], with a precision of 1/256), "medium" (16-bit floating point values in the range [-65520, 65520]), and "highp" (32-bit floating point variables) [11].

To utilize a mobile GPU as a general-purpose accelerator, programmers have to map the algorithms to the graphics operations, and write the shader programs to configure the vertex and fragment shaders. However, the graphics APIs expose little controllability to the low-level hardware, and hence makes it less flexible to use the GPU for general-purpose computing. For example, the graphics APIs in the current versions of OpenGL ES do not have the “scatter” operation (i.e. write to an arbitrary memory location), or thread-level synchronization. The commonly used high-level APIs for a desktop environment, such as CUDA [10] and OpenCL [9], are not supported in the embedded platform yet.
running and is standing by for the completion of GPU. As a result, the ratio of the total energy consumption of the CPU version vs. the GPU version for this FFT benchmark is 2.86 to 1. The speedup of GPU over CPU decreases to 2.2X and 1.3X when computing $256 \times 256$ and $1024 \times 1024$ FFT respectively. For a large-size FFT, data cannot be fit into the cache and more off-chip memory transactions would be required. Since CPU usually has a larger cache than GPU, it results in better performance for a larger size FFT. Moreover, while GPU core is waiting for data from memory to compute, it is not running at the full utilization. Therefore, the power consumption of running a larger size FFT is slightly lower than that of running a smaller size FFT (3.6 watts vs. 4.1 watts.)

**Comparison With Desktop GPU**

Next, we compared the performance and power efficiency of the ULP GeForce GPU with Nvidia’s GeForce 8800 GPU, showing in the second and third rows respectively of Table 1. For both mobile GPU and desktop GPU, the listed power consumption is the measured power of the whole system. The desktop GPU power dissipation listed in the table is the measurement results reported in [16]. The FFT execution time on GeForce 8800 was reported in [17].

Although spending much longer time to complete the FFT task than the desktop GeForce 8800 GPU, the ULP GeForce GPU consumes significantly less power too. When performing a smaller-sized FFT (e.g. $128 \times 128$), the ULP GeForce GPU can actually achieve better energy efficiency (41 mJ vs. 53 mJ). For larger-sized FFT, this energy advantage disappears due to the limited cache size for a mobile GPU.

![Table 1. Execution time and power consumption comparison of the mobile GPU, mobile CPU, and desktop GPU.](image)

<table>
<thead>
<tr>
<th></th>
<th>128*128</th>
<th>256*256</th>
<th>1024*1024</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tegra CPU (ARM Cortex A9)</td>
<td>Time (ms)</td>
<td>31</td>
<td>124</td>
</tr>
<tr>
<td></td>
<td>Power (W)</td>
<td>3.67</td>
<td>3.69</td>
</tr>
<tr>
<td></td>
<td>Energy (mJ)</td>
<td>113.7</td>
<td>457.5</td>
</tr>
<tr>
<td>Tegra CPU (ULP GeForce)</td>
<td>Time (ms)</td>
<td>10</td>
<td>55</td>
</tr>
<tr>
<td></td>
<td>Power (W)</td>
<td>4.10</td>
<td>3.70</td>
</tr>
<tr>
<td></td>
<td>Energy (mJ)</td>
<td>41.0</td>
<td>203.5</td>
</tr>
<tr>
<td>GeForce 8800 + Intel i7 [16]</td>
<td>Time (ms)</td>
<td>0.11</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>Power (W)</td>
<td>483.89</td>
<td>483.89</td>
</tr>
<tr>
<td></td>
<td>Energy (mJ)</td>
<td>53.2</td>
<td>82.11</td>
</tr>
</tbody>
</table>

Table 1. Execution time and power consumption comparison of the mobile GPU, mobile CPU, and desktop GPU. The power consumption is measured for the whole system: for Tegra, the power consumption numbers are for the Tegra devboard; for a desktop system, the power consumption numbers are the total power consumed by the CPU, motherboard and attached graphics card.

**Trade-off and limitations**

A GPU relies on the CPU to generate vertex and texture data, to transfer data to the GPU memory, and to launch the GPU execution. For the FFT computation, the initialization of the GPU takes about 0.4 second. To benefit from the potential speedup that a GPU can achieve, the task running on a GPU shoul...
The performance improvement achieved by GPU, given task. The performance counterparts in the desktop and server systems. Therefore, although a mobile GPU is much less powerful in computation in comparison with a desktop GPU, it can provide significant performance speedup. This intensive task, accelerated Gabor face feature extraction, the most compute-intensive vision applications.

(a) Execution time breakdown of accelerated Gabor face feature extraction and the face detection and face feature extraction on mobile CPU and GPU. We will further explore dimension reduction by PCA accelerated by the GPU, the face detection and face feature extraction and without GPU acceleration.
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Figure 3. (a) Steps in a face recognition system. (b) Exemplar application snapshot. (c) Execution time breakdown of the face recognition system running on the Tegra platform’s CPU.

The experimental results are shown in Table 2. Utilizing the Tegra GPU to compute the Gabor wavelet, the task can be completed in just 1.2 seconds, which represents a 4.25x speedup in comparison with the CPU implementation. With the GPU successfully offloading the computational burden from CPU, the overall computation time for recognizing a person on a smartphone is reduced from 8.5 seconds to 4.6 seconds. As for the total energy consumption, the mobile CPU-GPU implementation consumes 16.3 Watts for a desktop system with Nvidia GeForce 8800 GPU. Therefore, although a mobile GPU is much less powerful in computation in comparison with a desktop GPU, it might still achieve better overall energy efficiency for completing a given task.

<table>
<thead>
<tr>
<th>Function</th>
<th>Feature Extraction</th>
<th>Face Recognition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>CPU only</td>
<td>CPU+GPU</td>
</tr>
<tr>
<td></td>
<td>CPU only</td>
<td>CPU+GPU</td>
</tr>
<tr>
<td>Time (s)</td>
<td>5.1</td>
<td>1.2</td>
</tr>
<tr>
<td>Energy (J)</td>
<td>18.7</td>
<td>4.9</td>
</tr>
</tbody>
</table>

Table 2. Execution time and total energy consumption of the face feature extraction and the entire face recognition application with and without GPU acceleration.
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