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Abstract—With the extraordinary growth in parallelism at all system scales driven by multicore architectures, computing performance is increasingly determined by how efficiently high bandwidth data is communicated among the numerous compute resources. High-performance systems are especially challenged by the growing energy costs dominated by data movement. As future computing systems aim to realize the Exascale regime—surpassing $10^{18}$ operations per second—achieving energy efficient high bandwidth communication becomes paramount to scaled performance. Silicon photonics offers the possibility of delivering the needed communication bandwidths to match the growing computing powers of these highly parallel architectures with extremely scalable energy efficiency. However, the insertion of photonic interconnects is not a one-for-one replacement. The lack of practical buffering and the fundamental circuit switched nature of optical data communications require a holistic approach to designing system-wide photonic interconnection networks. New network architectures are required and must include arbitration strategies that incorporate the characteristics of the optical physical layer. This paper reviews the recent progresses in silicon photonics based interconnect devices along with the system level requirements for Exascale. We present a co-design approach for building silicon photonics interconnection networks that leverages the unique optical data movement capabilities and offers a path toward realizing future Exascale systems.

Index Terms—Exascale high performance computing, optical interconnects, interconnection networks silicon photonics.

I. INTRODUCTION

The number of floating point operations realized per second (Flop/s) is a relatively simple way to denote the raw power of a computer. It is a wide spread ranking criteria for Supercomputing systems around the world [1], used to designate the “world’s most powerful computer”. By following these rankings over time, one can observe that the Teraflop ($10^{12}$) mark was attained in June 1997, and PetaFlop ($10^{15}$) in June 2008. Logically, the next barrier to break is the Exaflop mark ($10^{16}$), and if the trend is conserved, it should be attained in 2019.

The most recent world leading supercomputer, the Tianhe-2, realized 33 PetaFlops/s (PF) in June 2013. In terms of exponential growth, this marks the half-way point to Exascale computing (i.e. realizing one ExaFlop/s - EF). However, it is widely acknowledged that the second half of the way toward Exascale will be significantly more challenging [2-4]. Reaching Exascale will require simultaneous solutions to several complex problems that range from the management of hardware failures at runtime [5], to dealing with bit flips [6], to identifying the adequate massively parallel programming approaches [7]. Power is the central constraint, as the overall machine power consumption must be maintained within a “manageable” envelope of 20-50MW [8].

Perhaps the most critical barrier toward realizing Exascale computing is the fundamental challenge of data movement. With the extraordinary growth in parallelism at all system scales, even performance of today’s systems is increasingly determined by how data is communicated among the numerous compute resources rather than by the total raw computation resources available. With the progress made on transistor miniaturization and integration, the energy cost associated with a computing operation has been drastically reduced in the last several decades (e.g. ~0.5 pJ for a 32-bit addition [9]). In contrast, the cost associated with moving the operands, even on chip, has not been reduced in the same proportions. Within the upcoming CMOS fabrication platforms, Borkar [10] predicts a 6x improvement factor for compute energy over the transition from 45nm to 7nm fabrication technologies, compared to a mere 1.6x factor for communications. At Exascale, communication challenges are daunting, as energy consumption is completely dominated by costs of data movement and is thereby the main constraint on ultimate performance [11].

This has deep implications in the CPU and CMP (Chip Multi Processor) architectures. Higher transistor counts per chip will be attained in the upcoming years, but chip computing capabilities will not grow in proportion.

At the single CPU level, boosting compute power mainly means increasing the instruction level parallelism, as it is generally recognized that clock speeds are at the maximum; however, this comes at a price. More and more complex logic is required to detect and solve the instruction dependencies (or conversely, to identify the instructions that can be parallelized). At some point, the cost of this extra logic can negate the benefits of the additional parallel instruction execution units. Therefore, most of the 30x improvement factor required to reach Exascale computing will be provided.
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by increased CPU parallelism. In fact, CPU parallelism is already the main path toward scaling computing systems. Fig. 1 illustrates that core parallelism and core performance growths each have contributed to global performance growth over the last five years. Until 2011, core and parallelism growths progressed similarly; however, parallelism has progressed faster in recent years, while core intrinsic performance has stalled. In 2007 only one supercomputer incorporated more than 100,000 cores; in 2011, sixteen were above this mark. In June 2013, six systems were counting 500,000 cores or more; among them, Tianhe-2 with more than three million. According to current forecasts, Exascale-capable systems will involve nearly twenty million cores. This a factor of 6 compared to Tianhe-2, and more than all other factors combined (these factors are described in section II).

Fig. 1: Average LINPACK performance (black line) and number of cores (red line) of the top-20 supercomputers over the last years [1]. The intrinsic core performance curve (green line) is obtained by dividing the global performance by the core count. Trends are represented in dotted lines.

With growing CPUs the performance scalability of multicore chip architectures is becoming increasingly constrained by limitations in power dissipation, chip packaging, and the data throughput achievable by the off-chip interconnection networks. As a result, a significant part of the additional die area, obtained thanks to tighter integration, will be used to expand chip caches, in order to improve the data reuse and thus compensate for the lack of bandwidth and long latencies when going off-chip. The off-chip communication bottleneck, a major challenge due to limited on-chip power budget and pinout, becomes a key scaling barrier to memory bandwidth and system wide communications, themselves exacerbated by the growing CPUs. Furthermore, at the application layer, keeping millions of CPUs busy simultaneously requires a key work of art on the programming side, but above all an extremely agile (and therefore unencumbered) communication layer to ensure tight synchronization.

In summary, realizing Exascale performance will essentially require extreme scaling of the communication capabilities at an almost unchanged energy budget (Tianhe-2 already consumes nearly 18MW [1] – 2MW below the aforementioned manageable envelope).

Among the technologies emerging toward creating a fundamentally energy efficient interconnect, photonics is perhaps the most promising to enable a transition to a new generation of scaled extreme performance computing systems. Optical links are already present in most recent supercomputers, primarily in the form of active optical cables [12]. They are used to reduce the cabling density and the energy cost of transmission over meters-long distances. However, optical systems have not penetrated deeply within the supercomputer interconnection network yet, mainly due to the bulkiness and high cost of end-point systems.

This is subject to change thanks to the recent achievements in photonic device integration and fabrication, especially on silicon platforms. Unlike prior generations of photonic technologies, recent breakthroughs in silicon photonics offers the possibility of creating highly-integrated platforms with dimensions and fabrication processes compatible with electronic logic and memory devices. During the past decade, a series of major breakthroughs in silicon photonic devices have demonstrated that all the components that are necessary to build chip-scale photonic interconnect components (e.g. modulators, filters, switches, detectors) can be fabricated using common CMOS processes.

Turning silicon photonics into the interconnection network technology for next-generation systems requires numerous efforts on various fronts. Progress on the mass fabrication of reliable and low cost integrated silicon photonic subsystems is required. Optical interconnection networks are not a one-to-one replacement with existing electronic-based architectures, thus necessitating the development of methodologies and modeling approaches to effectively combine network architectures, topologies and arbitration strategies that incorporate the optical physical layer characteristics. At the application layer, parallel programs will likely have to be adapted to leverage the unique aspects of data movement in the optical domain.

This paper offers an overview of the research progress with respect to these diverse fronts and provides a roadmap for extending these efforts toward realizing silicon photonics enabled Exascale computing. The paper begins with quantitatively defining the system level requirements for data movement (Section II). Section III introduces the relevant silicon photonic interconnect device technologies. In Section IV, modeling and design approaches for conceiving the first network blocks are presented. General directions to scale out these blocks to cover the full interconnect are reviewed in Section V, where we further introduce the concept of hardware-application co-design for photonic-enabled systems. Section VI provides initial insights on how futuristic designs can progressively be validated in a hardware/software implementation platform. Section VII summarizes and concludes the paper.

II. EXASCALE IN NUMBERS

This section aims to provide a quantitative summary of Exascale systems requirements. We note that covering all aspects of supercomputer performance is beyond the scope of
this paper and therefore limit our analysis to the main descriptors (number of cores, clocking frequency).

One way of summarizing the capabilities of a supercomputer is to express them as the following product:

\[ P_{\text{int}} = \text{ILP} \cdot \text{TLP} \cdot f \cdot C_N \cdot N \cdot \eta \]  

The three first elements of this product reflect the computing capabilities of a single CMP chip, and is denoted \( P_{\text{chip}} \) hereafter. \( \text{ILP} \) stands for Instruction Level Parallelism and denotes the highest number of instructions that can be terminated in parallel within a single core at each clock cycle (its unit are Flops/cycle). \( \text{TLP} \) stands for thread level parallelism. It is a unitless factor that represents the highest number of threads that can be advanced in parallel, which equals the number of cores present on the chip. The clock frequency of the chip is designated as \( f \) (and given in Hz or cycles/s). The product \( \text{ILP} \cdot \text{TLP} \cdot f \) returns the peak computing capability of the chip in Flops/s. The notion of peak power must be introduced because, in practice, \( \text{ILP} \) instructions do not always leave the CPU pipeline at each cycle. The instruction throughput is maximal only when the CPU pipeline is fully loaded, and when all loaded instructions can be executed independently. Similarly, the thread level parallelism is maximal only if enough threads occupy the cores, and if none of the threads is stalling, for example waiting for a message to arrive.

Table I summarizes the \( \text{ILP} \), \( \text{TLP} \) and \( f \) values of the CMP chips equipping leading supercomputers. At the chip scale, the typical computing capability is \(~\text{TF} \) (TeraFlop/s). This indicates that the total number of chips required for Exascale is on the order of one million. Table I also displays a “best-of-all” virtual chip that would combine the high clocking frequency of the Ivy Bridge chip with the massive \( \text{ILP} \) and \( \text{TLP} \) of the Xeon Phi. Even so, the chip computing power would not exceed \( 4 \text{ TF} \). Scaling the chip compute performance will be significantly determined by the off-chip I/O capabilities and particularly the memory bandwidth. Current efforts focus on scaling the memory bandwidth. The recently released hybrid memory cube (HMC) [13] stacks memory in a 3D structure jointly with a high speed memory controller and interface. This approach permits to reduce the distances and to better exploit the memory space. This novel architecture is expected to allow chip level computing capabilities approaching \( 10\text{ TF} \) (last line of Table I).

Referring back to Equation (1), the two terms \( C_N \) and \( N \) denote the number of chips assembled inside a node and the number of nodes in the system, respectively. The specific definition of a node varies across systems and vendors, but generally refers to a compute unit with its own RAM memory, a network interface, and that is capable of running its own instance of the operating system. Nodes may also include local long term storage capacities, or dedicated power supplies.

The last parameter, \( \eta \), represents the efficiency of a system at executing a given task. It expresses the part of the peak computing effectively exploited in practice. The efficiency \( \eta \) is an experimentally measured parameter, which encompasses all uncertainties about the way a workload is executed. It is therefore extremely hard to predict. In the context of the top500 ranking, it is measured while executing the LINPACK workload. Although workload-related, \( \eta \) reflects the parallel agility of a system. A low value of \( \eta \) is synonymous with poor utilization of the available computing power, e.g. due to an under-dimensional communication layer. Conversely, an \( \eta \) value close to one indicates nearly optimal use of the computing resources.

Table II displays the \( C_N \), \( N \), and (LINPACK measured) \( \eta \) values of the leading supercomputers, together with the peak computing capability of their chip, and their resulting performance \( P_{\text{top}} \). Similar to Table I, it also displays the values of a hypothetical supercomputer combining all “best-of-class” characteristics. If the numerous nodes of Sequoia could be equipped with the same node processing power of Tianhe-2, and the efficiency \( \eta \) kept to around 85%, 288 PF could be achieved, i.e. a 3.5x factor away from the Exascale goal. In fact, to achieve Exascale by scaling Tianhe-2, 475,000 nodes would be required (fifth line of Table II - design option 1 for Exascale). In an alternative design, if the chip could scale to \( 10 \text{ TF} \), 8 such chips aggregated within a node, and the efficiency raised to Sequoia’s level, the node count \( N \) could be reduced to approximately 15,000 (design option 2).

<table>
<thead>
<tr>
<th>Name</th>
<th>Frequency (GHz)</th>
<th>ILP</th>
<th>TLP</th>
<th>Resulting computing power per chip ( P_{\text{top}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ivy Bridge</td>
<td>4</td>
<td>8</td>
<td>6</td>
<td>192 GF</td>
</tr>
<tr>
<td>Xeon Phi</td>
<td>1.1</td>
<td>16</td>
<td>~50F</td>
<td>~880 GF*</td>
</tr>
<tr>
<td>Opteron</td>
<td>2.8</td>
<td>4</td>
<td>16</td>
<td>179 GF</td>
</tr>
<tr>
<td>Best-of-all</td>
<td>4</td>
<td>16</td>
<td>50</td>
<td>3.2 TF</td>
</tr>
<tr>
<td>Exascale</td>
<td>4</td>
<td>20</td>
<td>125</td>
<td>10 TF</td>
</tr>
</tbody>
</table>

*The number of cores in Xeon Phi varies across versions. It can be up to 61. The version deployed in Tianhe-2 uses only 50.
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**Table II**

<table>
<thead>
<tr>
<th>Name</th>
<th>( P_{\text{top}} )</th>
<th>( C_N )</th>
<th>( N )</th>
<th>( \eta )</th>
<th>Resulting computing power ( P_{\text{top}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tianhe-2</td>
<td>1.15 TF</td>
<td>3</td>
<td>16,000</td>
<td>61%</td>
<td>33 PF</td>
</tr>
<tr>
<td>Sequoia</td>
<td>0.2 TF</td>
<td>1</td>
<td>98,304</td>
<td>85%</td>
<td>17 PF</td>
</tr>
<tr>
<td>Titan</td>
<td>0.72 TF*</td>
<td>2</td>
<td>18,688</td>
<td>64%</td>
<td>17 PF</td>
</tr>
<tr>
<td>Best-of-all</td>
<td>1.15 TF*</td>
<td>3</td>
<td>98,304</td>
<td>85%</td>
<td>288 PF*</td>
</tr>
<tr>
<td>Exascale 1</td>
<td>1.15 TF</td>
<td>3</td>
<td>475,000</td>
<td>61%</td>
<td>1 EF</td>
</tr>
<tr>
<td>Exascale 2</td>
<td>10 TF</td>
<td>8</td>
<td>15,000</td>
<td>84%</td>
<td>1 EF</td>
</tr>
<tr>
<td>Exascale 3</td>
<td>10 TF</td>
<td>1</td>
<td>120,000</td>
<td>84%</td>
<td>1 EF</td>
</tr>
</tbody>
</table>

*Titan regroups a CPU chips and an accelerator chip within each node. The value indicated here is the average of the two chip computing power.

These projections are quite abstract. In particular, the efficiency should be subject to extreme caution. Even if the \( \eta \) values have been kept at adequate levels in many recent supercomputers while executing LINPACK (Fig. 2), it is unclear how parallel efficiency would evolve for systems involving tens of millions of cores. Nevertheless, these predictions provide an estimate for the size of the network interconnecting the nodes. Unless radical transformations occur in the CPU and/or node architecture, a network interconnecting around 100,000 endpoints will be required. Additionally, an intra-node interconnect will be required if the number of chips per node \( C_N \) is pushed beyond 4-8. Under this limit, point-to-point links can be leveraged, as shown in Fig. 3.
Note that pertinence of employing such a “secondary” interconnect (internal to the node) can be questioned: nodes may also be organized around a single chip, as in the Sequoia Supercomputer today. In that case, the interconnect size will be pushed beyond the 100,000 mark, even with powerful 10 TF chips (last line of Table II).

Besides sizing the interconnection network, predictions in terms of required bandwidth can be derived from existing systems. The per-node available bandwidth, in Bytes/s (B/s), can be related to the node computing capability, in Flops/s, yielding to a Byte/Flap (B/F) metric. This metric is most often used to characterize the bandwidth connecting each CMP with its RAM (memory bandwidth), and the one present between a node and the interconnection network (network injection bandwidth).

In the Sequoia supercomputer, the memory bandwidth yields to 0.2 B/F and the Xeon Phi architecture equipping Tianhe-2 nodes supports ~0.25 B/F. In the latter case, using six GDDR5, a memory bandwidth of $6 \times 48$ GB/s = 288 GB/s = 2.3 Tb/s is obtained. Hence, to realize similar B/F ratios for Exascale systems, bandwidths of tens of Tb/s will be required to interconnect the TF capable chips to memory.

As for the interconnection network, in the Sequoia case, nodes are organized in a 5D-torus topology so each node has ten 2GB/s links available (two per dimension). Since a Sequoia node has a computing capability of 205 GF, the interconnection network offers a raw capacity of ~0.1 B/F. Part of this capacity, however, is taken up by transiting traffic, since the architecture is a direct network (the notion of direct network is described in Section V; readers can also refer to Reference [14]). In the presence of uniform traffic, for instance, transiting traffic represents approximately 91% of the total traffic, reducing the useful B/F to ~0.01. In the Tianhe-2, reports indicate a bandwidth of 3.5GB/s for connecting each 3.45 TF capable node to a first level switch, and 1GB/s to the fat-tree top. This leads to ~0.001 B/F as the best case ratio, and likely half this value for uniform or adversarial traffic. Finally, for TITAN, each node benefits from approximately 25 GB/s of raw bandwidth or 0.017 B/F. In presence of uniform traffic, transiting traffic would account for 94% reducing the available B/F ratio to approximately 0.001 B/F.

These numbers are summarized in Table III, and compared with the potential Exascale scenarios of Table II. If node computing capabilities cannot be scaled (3.45 TF per node as for Tianhe-2 – Exascale 1 case), more data movement capabilities will likely be required to synchronize the 475,000 nodes corresponding to this scenario. By considering a value of 0.1 B/F – similarly to Sequoia, which also involves many nodes – 350 GB/s (2.8 Tb/s) are required. If, in contrast, node capabilities are scaled to 80TF (Exascale 2 case), the number of nodes to synchronize is reduced to 15,000. By considering the B/F value of Tianhe-2, which has a similar number of nodes, the per-node bandwidth required is 80 GB/s (0.64 Tb/s). In both cases higher underlying parallelism (compared to Sequoia and Tianhe-2) will likely translate in higher B/F requirements.

### Table III

<table>
<thead>
<tr>
<th>Name</th>
<th>Compute power per node</th>
<th>IO bandwidth per node</th>
<th>Raw data-movement capabilities</th>
<th>Average capabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tianhe-2</td>
<td>3.45 TF</td>
<td>3.5 GB/s</td>
<td>0.001 B/F</td>
<td>0.0005 B/F</td>
</tr>
<tr>
<td>Sequoia</td>
<td>0.2 TF</td>
<td>20 GB/s</td>
<td>0.1 B/F</td>
<td>0.01 B/F</td>
</tr>
<tr>
<td>Titan</td>
<td>1.44 TF</td>
<td>25 GB/s</td>
<td>0.017 B/F</td>
<td>0.001 B/F</td>
</tr>
<tr>
<td>Exascale 1</td>
<td>3.45 TF</td>
<td>330 GB/s</td>
<td>0.1 B/F</td>
<td></td>
</tr>
<tr>
<td>Exascale 2</td>
<td>80 TF</td>
<td>80 GB/s</td>
<td>0.001 B/F</td>
<td></td>
</tr>
</tbody>
</table>

$^1$ 91% is obtained through the following calculation. Sequoia has 98,304 nodes organized as a hypercube of width $w = \sqrt[3]{98,304}$. On average, $w$ nodes share a dimension and thus are connected in a ring topology. Moving in this ring, i.e. along one dimension, takes $w/4$ hops in average ($w/2$ in the worst case). A random displacement in the full topology will consists of moving the average distance in each dimension. Therefore, the average hop count in Sequoia is estimated by $5w/4$. Resulting traffic is not in transit only for the last hop, so the proportion of transit traffic is $(5w/4 - 1)/(5w/4) = 91%$. 

![Fig 2: Efficiencies at executing LINPACK for the 100 dominant supercomputers (as of June 2014 [1]), plotted against the number of cores involved. In the ideal case, efficiencies will be kept high while the number of cores is pushed to the Exascale region.](image)

![Fig 3: Typical architecture of a four socket based node, with point-to-point links interconnecting most components [2].](image)
This analysis generally indicates that baseline rates of network links in Exascale systems will be on the order of at least Tb/s. This is clearly within the realm of optical systems. Even with extremely high modulation speed, electrical links will have to leverage spatial parallelism (i.e., several lanes) to realize such bandwidths. Optical systems, in contrast, can exploit the “additional” WDM dimension and therefore deliver extreme bandwidths densities. Exploiting the CMOS compatibility of silicon photonics, WDM optical links offering bandwidth of 1 Tb/s or more can penetrate directly on chip and the packaging issue. This suggests the possibility to further scale the critical B/F metric toward (or even beyond) a ratio of 1, and thus directly impacting system performance. The components enabling these concepts are reviewed in the next section.

III. SILICON PHOTONICS COMPONENTS FOR EXASCALE

Unlike prior generations of photonic technologies, the small device footprints, ultra-low capacitances, and tight proximity of electronic drivers in integrated silicon photonics offer fundamentally superior energy efficiency as well as the potential to bypass the electronic pin bandwidth bottleneck entirely. In this section we summarize the key advances in silicon photon interconnect technologies.

Passive and active silicon photonics devices capable of all of the operations required for transmission and switching have been demonstrated in the past decade. These photonic devices are implemented on a silicon on insulator (SOI) which can be photodetection can be done off chip using Ge photodetectors have been designed and demonstrated [22-24]. The waveguide crossings optimized for low loss and low cross talk splitters/combiners (Y junction, multimode couplers) and losses are feasible [21]. Other passive guiding structures like different geometries or materials lead to different propagation losses [17]. The fabrication process influences the losses as the roughness of the waveguide’s walls can induce undesired scattering [18].

A multi-wavelength laser source can be off-chip [19] or integrated partially on chip as it has been recently demonstrated [20]. Typical commercial laser efficiencies are on the order of 1% (primarily since they have not been optimized for wall-plug energy efficiency), but significant ongoing research efforts ensue to improve these values. The laser light is coupled to the on-chip waveguides through a different wafer 3-D integrated with CMOS circuitry. The optical wave is guided on the chip within silicon single- or multi-mode waveguides [15,16]. Different geometries or materials lead to different propagation losses [17]. The fabrication process influences the losses as the roughness of the waveguide’s walls can induce undesired scattering [18].

The demonstration of high speed silicon photonic modulators based on Mach-Zehnder interferometers (MZI) [33] and microrings [34] paved the way to apply this technology to transmission links. These devices can perform amplitude and phase modulation, demonstrated at rates reaching 60 Gb/s per wavelength [35]. Other types of silicon integrated modulators have also been demonstrated including microdisc [36] and photonic crystal [37] structures, as well as waveguide-based Ge electro-absorption modulators [38]. Silicon photonic devices like Mach-Zehnder interferometers and optical resonators are uniquely suitable for WDM. These devices have an extremely small footprint (down to several micrometers wide) which results in low power operation and minimal silicon real estate, allowing integration of thousands of such components on a single die. For example, dense WDM modulation can be accomplished by cascading microring modulators on the same waveguide and tuning each ring to resonate on separate wavelengths [39,40]. Systems with four [41] and eight [42] WDM channels have been demonstrated, the latter achieving 320 Gb/s transmission. These demonstrations indicate that bandwidths up to several Tb/s can be obtained. A schematic view of a transmission link implemented with the silicon photonic components discussed is shown on Fig.4.
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A multi-wavelength laser source can be off-chip [19] or integrated partially on chip as it has been recently demonstrated [20]. Typical commercial laser efficiencies are on the order of 1% (primarily since they have not been optimized for wall-plug energy efficiency), but significant ongoing research efforts ensue to improve these values. The laser light is coupled to the on-chip waveguides through a different wafer 3-D integrated with CMOS circuitry. The optical wave is guided on the chip within silicon single- or multi-mode waveguides [15,16]. Different geometries or materials lead to different propagation losses [17]. The fabrication process influences the losses as the roughness of the waveguide’s walls can induce undesired scattering [18].

The demonstration of high speed silicon photonic modulators based on Mach-Zehnder interferometers (MZI) [33] and microrings [34] paved the way to apply this technology to transmission links. These devices can perform amplitude and phase modulation, demonstrated at rates reaching 60 Gb/s per wavelength [35]. Other types of silicon integrated modulators have also been demonstrated including microdisc [36] and photonic crystal [37] structures, as well as waveguide-based Ge electro-absorption modulators [38]. Silicon photonic devices like Mach-Zehnder interferometers and optical resonators are uniquely suitable for WDM. These devices have an extremely small footprint (down to several micrometers wide) which results in low power operation and minimal silicon real estate, allowing integration of thousands of such components on a single die. For example, dense WDM modulation can be accomplished by cascading microring modulators on the same waveguide and tuning each ring to resonate on separate wavelengths [39,40]. Systems with four [41] and eight [42] WDM channels have been demonstrated, the latter achieving 320 Gb/s transmission. These demonstrations indicate that bandwidths up to several Tb/s can be obtained. A schematic view of a transmission link implemented with the silicon photonic components discussed is shown on Fig.4.

The possibility to spatially switch the signal on chip can significantly increase the range of possible link architectures, system functionalities and throughput [43]. Silicon photonic switches have also been demonstrated [44] including higher radix switches based on microrings or Mach-Zehnder interferometers with 2, 4 and 8 ports [45-47]. The scalability of microring [48,49] and Mach-Zehnder [50], based switches has been investigated, showing the feasibility of implementing high-radix optical switches.

Resonator based devices suffer from thermal fluctuations. Several methods to mitigate and/or control this dependence have been proposed including the use of dithering signal,
heterodyne detection and athermal materials [51-53]. A survey of the emerging efforts to resolve thermal issues is given in [54].

The insertion of photonic interconnection networks fundamentally changes the energy scaling rules for the system interconnect: once a photonic path is established, the data are transmitted end-to-end without the need for power consuming repeaters, regenerators, or buffers. Hence optics can make the energy cost for off-chip communication nearly the same as for on-chip communication.

IV. DESIGN AND MODELING OF SILICON PHOTONICS BASED SYSTEMS

As discussed in the previous section, silicon photonic devices have been shown capable of realizing most of the operations required for creating optical interconnection networks. Most silicon photonic chips fabricated thus far, however, have been produced in academic and research environments and have generally never included more than a few tens of components. In the context of integrating silicon photonics in HPC platforms, the fabricated chips will include a significantly larger number of devices and will require optimization that is driven by system requirements (over even application requirements, as is developed in Section VI). Therefore, a methodology that allows highly integrated chips to be optimized at design time is desirable. In this section, we present an approach toward developing such a methodology.

A. Individual device modeling

The methodology begins by characterizing each device (modulator, switch, coupler, etc.) along an optical path by its power penalty. This is a common approach to modeling optical systems [55-57]. As optical signals propagate through optical systems they tend to attenuate, undergo unwanted phase shifts, and accumulate noise. All of these effects degrade the quality of the signal, increasing the probability of transmission errors (i.e. increasing the bit-error-rate, or BER). The power penalty denotes the extra optical signal power that would be required to compensate these effects. It is important to note that sometimes additional power cannot compensate for distortion. In this case, the power penalty is assumed to be infinite.

Based on this concept, an optical system can be characterized by summing up power penalties of all devices through which a signal propagates until it is finally detected and converted back into the electrical domain. This approach enables a simple initial exploration of the optical system feasibility. It also permits to identify the device(s) that are the dominant contributors to the performance degradation, and hence require major optimization effort.

Device models capturing the main factors that determine power penalty can be based on physical principles, on experimental measurements, or a mix of both. The first group includes numerical methods (e.g. finite element methods) that are computationally intensive and therefore limited to small and specific device networks, but are also able to capture many details with great accuracy. The first group also includes computationally undemanding models abstracting the physical phenomenon via simplifying assumptions [48,58]. In this approach, devices can be described by their power penalty as a function of a small number of parameters (e.g. loss per centimeter). Finally, empirical models based on experimental measurements provide a first order approximation for devices whose physics aren’t well understood yet. They also capture the uncertainties related to fabrication and provide data on the power consumption.

The power penalty approach describes each device through its relative power impact. However, this approach hardly supports devices sensitive to the absolute optical power level. The main illustration of this concerns silicon photonic waveguides. They are subject to non-linear effects (two photon absorption) above a certain optical power and thus cause power dependent distortions. This limitation is generally circumvented by defining, for each device, a range of power for which the absolute power sensitivity can be neglected. Taking waveguides as an example, their power penalty is then only considered as relative below a threshold (generally considered to be 20dBm [59]). In return, power levels above this threshold are assumed intolerable.

Maintaining conditions in which the power penalty of a device is independent of the input power greatly simplifies photonic link modeling because links can be defined by accumulating the power penalty from each device regardless of device order [55-57]. Figure 5 illustrates this point with an example.

Laser sources and photodetectors (i.e. link extremities) are not characterized by power penalty. The laser is simply modeled as a continuous-wave source with its power efficiency as the main characterizing parameter. The photodetector can be reduced to an absolute optical power that guarantees the required transmission quality (e.g. bit-error-rate $<10^{-12}$). This detector sensitivity is symbol-rate and modulation speed dependent.
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Fig. 5. If the power penalty $PP_i$ of a device $i$ can be established independently of the input power level, the compound power penalty of a system $PP_{tot}$ can be derived straightforwardly. Equation 1 holds for systems a) and b) ($P_{in}$ and $P_{out}$ are the system input and output optical power respectively). In contrast, components inducing power penalties that depend on the absolute power require more complex calculations as the exact position of each device matters. Equations (2) and (3), corresponding to systems a) and b) respectively, are not equivalent as Dev1 and Dev2 positions are interchanged. 

\[ PP_{tot} = PP_{in}(P_{in}) + PP_{out}(P_{out}) \]
B. Modeling devices as part of a WDM link

Following the power penalty approach, and provided input power independence, all devices but the initial laser and end receiver can be aggregated as a compound link power penalty. This link power penalty must fit within the link maximal power budget, which is defined as the difference (in dB) between highest and lowest power levels tolerated by any device along the link. The upper limit on the power level is determined by the aforementioned silicon waveguide threshold, generally fixed to 20dBm, while the lower limit is imposed by the receiver’s photodetector sensitivity (typically -20dBm for a 10Gb/s on-off keying modulation).

The margin emerging between the link power penalty and the maximal power budget, if any, can be used in the link design process. The power budget can be adjusted by reducing the initial link input power (thus laser power). Alternatively, excess power can be used to transmit over multiple wavelength channels (WDM). Expressed in dB, the total optical power required at the WDM link end must be greater than the sum of 10log(N) and Pdet, where N denotes the number of wavelengths and Pdet, the detector sensitivity.

The presence of WDM calls for refinements in the device models and consideration of the channel spacing. As WDM channels get closer, effects that degrade the optical signal arise (e.g. inter-channel crosstalk, channels attenuated by devices meant for other nearby frequencies). These effects have to be taken into account in the power penalty.

We consider microring based modulators as an example. In reference [60] an analytical model is provided for determining the power penalty of intermodulation crosstalk. The practical lower bound on the channel spacing is shown to be 50 GHz for 10 Gb/s modulation. Theoretical models – e.g. the one provided in reference [58], which models the frequency response of a ring resonator – allow the silicon photonic network designer to gain further insight on the trade-offs between WDM channel spacing and the power penalty. In contrast, empirical models taken with a single measurement inevitably lose accuracy as they are extrapolated further from the context of their original measurement.

Fig. 6 illustrates the effects such extrapolations can have on a link level model. A simple, ring resonator based WDM link connecting two chips is considered (10Gb/s per wavelength). If a constant, measurement based link power penalty of 15dB is assumed for this link, the maximum number of supportable wavelengths explodes as the power budget is enlarged (blue curve). Intermediate modeling approaches, assuming both fixed and wavelength dependent power penalties, also diverge, as they do not properly capture cross-talk. In contrast, if cross-talk aware models [61,62] are leveraged to estimate the link power penalty, the supportable number of channels is more modest. Moreover, it eventually saturates, consistent with the spectrum limitation on the link (red curve). When targeting the high bandwidth (dense WDM) requirements for Exascale systems, it is therefore imperative to use models that are sensitive to channel spacing.

C. Network transmission modeling

MZI and microring resonator structures have also been demonstrated as switches. In a similar fashion to the aforementioned link, input power requirements and the general feasibility of a switched network design can be determined by composing device models and calculating the total power penalty experienced by each channel. In this case, the power penalty along the worst-case path through the network bounds the performance characteristics of the network.

![Network transmission modeling diagram](image)

Fig. 6: a) Maximum number of wavelengths (modulated at 10Gb/s with on-off keying) supported by a link under different device models. Experimentally derived constant power penalty models (blue curve), or constant + wavelength dependent part (green curve), are inaccurate when the number of wavelengths scales as they do not capture appropriately crosstalk related penalties. Calculated link power penalties as function of channel spacing. The crosstalk aware model (red curve) is valid for within a range of the link power budgets.

When building networks of silicon photonic devices, additional cross-talk effects become important. While a switch is delivering a signal from one input port to an output port, some optical power may “leak” and propagate to other unintended outputs. If other signals are presently using these other outputs, the leaked power becomes cross-talk, for which a power penalty must be accounted. As these switches are cascaded to form more complex networks, this crosstalk is exacerbated. The analysis presented in [48,49] illustrates how the power penalty in microring-based silicon photonic networks grows with the network complexity (i.e. number of cascaded switches) and the number of wavelength channels used.

---

2 Adding 10log(N) to the detector sensitivity—thus – thus multiplying by N in absolute power terms—ensures - ensures that each channel conserves enough power to be properly detected.
D. Power consumption

The power consumption associated with active silicon photonic devices is a central consideration of the design. Microring modulators have been demonstrated to operate with sub-picowatt per bit energy consumption [63]. Recent link analysis work has shown that the foremost contributors to the power consumption are the laser sources, with relatively poor wall-plug efficiencies [64]. The total worst-case power penalty dictates the laser power required at the input of a network, and every wavelength channel must be powered this way. Therefore, the total required laser power scales with the complexity (i.e. number of devices along the path of light) and number of wavelength channels. The total input power to the system, however, is generally 20-100 times greater due to poor electrical-optical conversion during lasing and the need for cooling and stabilization mechanisms in the laser. Laser wall-plug efficiencies (i.e. laser optical output power divided by total laser power consumption, including cooling) range from 1-5% in the state-of-the-art devices today and are projected to reach only 10% in the near future [19]. Laser sources can be located on separate chips from the active optical components and surrounding electronics in order to alleviate chip package power constraints. However, the laser power dissipation remains part of the overall system power budget.

The resonance of a microring is susceptible to local thermal fluctuations that inevitably arise in computing systems. In addition, fabrication variations lead to devices that are not centered directly on the desired wavelength. As a result, mechanisms are required to trim (adjust for fabrication imperfections) and tune (adjust for dynamic fluctuations) silicon photonic devices to maintain operational links, predominately implemented with electronic heaters [54]. Various approaches have been used experimentally to control these heaters and achieve wavelength stabilization [51,52,65-67]. Athermal devices have also been explored [53,68-70], but there are still many outstanding challenges, such as integration of non-CMOS compatible materials and high losses in these devices. A thorough review of thermal stabilization issues in resonator devices can be found in [54].

These “static” power figures (i.e. lasers and thermal tuning mechanisms) make up the majority of the total power consumption in silicon photonic links and networks [62]. Turning off lasers or heaters while they are not in use may not always be feasible because of relatively long stabilization times [71]. New techniques that allow these components’ power to be dynamically scaled without incurring long re-stabilization times would help considerably in reducing the power overhead that comes with optical networking, especially in cases where the optical links are utilized sparingly.

Optical networks should be dimensioned carefully according to the overall system characteristics, including minimization of static power waste and power consumption while fulfilling parallel applications’ bandwidth requirements. The dimensions of this design space are numerous. At the link level, they include the number of wavelength channels per link—particularly emphasized in this section—and the modulation rate and type. Space-division multiplexing (SDM) [103], i.e. the use of several parallel and independent optical waveguides, is also an option that can be exploited in complement to WDM. By spreading WDM channels over multiple waveguides, channel spacing can be enlarged. This in turn facilitates device tuning, decreases the power penalties and generally reduces the power consumption. However, as explained hereafter, spatial parallelism hardens the problem of building an interconnection topology. Beyond the choice of the link constituents, the manner in which multiple links are interconnected to form a topology is another crucial aspect of the dimensioning process. The following section discusses this design space and the approach toward developing a silicon photonic interconnection network architecture.

V. TOWARD FULL SCALE SILICON PHOTONICS INTERCONNECTION NETWORKS

In this section, we discuss the methodology and highlight the challenges of realizing designs for full scale optical interconnects.

A. Interconnection topologies for Exascale

Exascale interconnection networks will be composed of an interconnected set of lower port count switches or routers, as it is unlikely that monolithic switches that are scalable to thousands of ports will emerge. Interconnection network topologies have been extensively investigated in the last decades. Topologies are generally categorized as direct or indirect [14]. In direct topologies (e.g. in Sequoia, as briefly mentioned in section II), compute nodes are equally distributed among the switches. These switches are in turn interconnected among themselves. As switches are often too numerous to allow a one-to-one (i.e. fully-meshed) interconnection, only given pairs are connected. Different schemes have been proposed to select these pairs, for example, n-dimensional torus [72], Flattened Butterfly [73] or Dragonfly [74]. In indirect topologies, switches can be divided in two groups: access, and internal. Compute nodes are connected to the former exclusively, while the internal switches ensure a global connectivity among the access switches. Indirect topologies are also often referred as fat-tree based, as the internal switches can be seen as forming a tree-like hierarchical structure [75]. Both direct and indirect topologies can be found in recent supercomputers. Tianhe-2 leverages a two level fat-tree, while TITAN and Sequoia both implement direct interconnects (3D- and 5D-torus, respectively).

The size of an interconnection network, i.e. principally the number of switches and links it regroups, is mainly determined by the number of ports offered by its switches, i.e. their radices [76]. This is the case for both direct and indirect topologies. Fig. 7 shows the number of switches required to interconnect 100,000 compute nodes, as a function of the number of ports offered. We take the 100,000 from the analysis made in Section II and suppose here that each compute node is either connected with a single WDM link (100,000 endpoints) or with two spatially parallel WDM links (200,000 endpoints). As shown, if more ports per switches are available, a lower number of switches are required. However, one notes that the decrease is super-linear. By reducing the number of switches, the number of message stopovers is also
reduced, impacting the total network traffic. This translates in fine into further reduced requirements in terms of ports per compute node, as exhibited in Fig. 8, which shows the impact of radix on the total number of ports. High radix switches are thus highly beneficial. In contrast, Space Division Multiplexing (SDM) should be conservatively exploited, as apparent in Fig. 7. If each computer node must be connected with two WDM links instead of one, requirements in terms of number of switches (at constant radix) are more than doubled.

Demonstrated radices in silicon photonics switches are thus far relatively small, mainly limited by the optical loss budget [49]. As shown in Fig. 9, scaling the photonic switches to larger radices and toward supporting Tb/s links will largely depend on the available power budget. With projected device improvements in terms of reduced insertion losses and enhanced receiver sensitivities, it can be expected that silicon photonic switches will scale to support 128 or even 256 ports. To support the required connectivity among the thousands of nodes in Exascale systems, the photonic interconnection network topology will be of diameter 2 or greater\(^3\). This implies that communication messages exchanged by many pairs of compute nodes will have to traverse at least three switches before reaching their final destination (the ingress and egress switches, plus at least one internal “transit switch”).

B. Photonic interconnection network design

In such multihop networking scenarios where optical signals traverse multiple photonic switches and links, the following additional design considerations arise:

- **Optical amplification**: amplification will most likely be required to extend the reach of optical signals and to support propagation over the multiple switch stages.
- **Optical paths reconfiguration times**: The interconnection network reconfiguration times will critically impact the latency and throughput performance, and should therefore be minimized.
- **Bufferless arbitration**: the circuit switched nature of photonics requires new designs for the flow control and arbitration.

Each of these key design consideration is addressed in further detail in the following sub-sections.

C. Optical amplification

Considering the physical size, cost, gain bandwidth and latency requirements, integrated optical amplifier technologies such as semiconductor optical amplifiers (SOAs) are potential candidates for the system interconnection network. SOAs based on the quantum-dot structure have been shown to have gains > 25 dB, noise figures < 5 dB, and able to deliver output optical powers > 20dBm over a 90nm bandwidth [77]. The advantages of small physical size, wide gain bandwidth and potentially low-cost integration make SOAs attractive for the desired WDM operation. SOAs can further be integrated in the CMOS chip platform via hybrid integration to realize the needed laser sources and have already gained commercial attention for applications in data centers and high performance computing [78].

In the design of system-wide optical interconnection networks that leverage SOAs there are several additional considerations. The non-linear effects and noise power of SOAs will need to be taken into account in the physical link modeling. In addition, SOA transients, especially if the required gain varies from message to message can adversely impact the dynamic capabilities of the network. Finally, the

\(^3\) The diameter of a topology denotes the number of hops separating the most distant vertices pair, i.e. the worst case distance between two vertices.
SOAs will need to be designed to operate at low powers within the system budget.

**D. Optical path reconfiguration time**

As relevant to the network performance, we define the optical path Reconfiguration Time (RT) as the time required to both change the spatial switching configuration, and re-establish an error-free optical communication link.

In general, long (>100µs) RTs will prevent the optical network from efficiently carrying traffic with small to medium sized and/or latency sensitive messages. Architectures with long optical RTs have been been used as over-flow networks, devoted to long and non-latency sensitive data-transfer [79], or as ancillary networks, that provide a very specific connectivity (typically matching application requirements) for sufficiently long durations [80],[81].

By driving down the RT the optically switched architecture can accommodate a larger portion of the traffic. The ratio s/RT, where s stands for the average message serialization time, can be used as an indicator of the range of packet sizes that can be supported by the optical network. If s/RT is equal to one, switches are transmitting half of the time, and reconfiguring the other half. This results in a maximal link utilization of 50%. Larger s/RT values (i.e. longer messages or faster switches) improve this utilization. In contrast, the value of the optical network may be questionable for small values of this metric [10]. Assuming a line rate of 1 Tb/s, and targeting s/RT ≥ 1, the average message size should be ≥ 125MB with 1ms switching time, ≥ 125KB with 1µs, and ≥ 125B with 1ns. In practice, the average message size will range between 125 B and 125KB. Therefore, realizing nanosecond scale reconfiguration times is an important goal for silicon photonic networks to deliver high link utilization while supporting small packets. With microsecond scale RTs, an ancillary electrical network will likely be required to transmit the smallest messages.

With current state-of-the-art thermal stabilization mechanisms, link configuration times of ~100µs have been measured with ring resonators based switches [81], and improved designs, in particular based on athermal devices, are expected to achieve sub-µs times.

**E. Bufferless arbitration**

From a utilization standpoint, shorter reconfiguration times allow for an increasing portion of the traffic to be optically supported. However, faster reconfiguration times, allowing smaller messages, also imply an increased number of messages flowing through the switches that require arbitration.

In a networking context, any element (switch, link, etc.) potentially traversed by different traffic flows must be arbitrated to prevent these flows from mixing. Arbitration leads to contention when a network element has been assigned to a flow while another flow requires it. In most networks, contentions can be easily solved by delaying the contending flow (i.e. by buffering its content) until the required element can be reassigned. Optical data flows, however, cannot be delayed in a flexible way. Contention must therefore be solved by dropping the contenting flow or by sending it to another output (deflection routing). Alternatively, contentions can be prevented by designing the network interfaces such that nodes do not inject contending flows simultaneously.

Arbitration approaches developed for bufferless optical networks will depend on the reconfiguration times. In a central arbitration scheme, a unique arbiter receives requests for circuits from the network clients, schedules the requests (accounting for reconfiguration times), and communicates its arbitration decisions on the optical path availability back to the clients. In this way, the clients know exactly when to send the data, while the arbiter knows when to reassign the network elements. This scheme is well-suited for architectures with relatively long reconfiguration times (>100µs) to allow for the centralized processing. Moreover, although circuit switched arbitration requires a round-trip time (RTT) to the arbiter, it is largely dominated by the reconfiguration time. In contrast, when the optical switches RTs are fast (sub-µs), it is advantageous to consider alternatives to central circuit switched arbitration, whose performance is limited by RTTs and the arbiter processing bandwidth.

One alternative approach consists of dividing the interconnection network into separate domains that are independently arbitrated [82]. This approach reduces the distances to the arbiter as well as its computational load. However, in this scenario, communications spanning over multiple domains can potentially lead to contention and electrical buffering is required at the domain boundaries.

Another approach consists of replacing the two-way reservation scheme of centrally arbitrated circuit switching (request - grant) with a packet oriented, one-way reservation scheme: the request for network resources is included with the packet, or precedes the packet payload by a short time interval. In both cases, the payload is sent opportunistically, i.e. without any insurance of resource availability. In the bufferless optical network, this inevitably leads to packet dropping and the need for retransmission [83]. Packet dropping can be mitigated (but not suppressed) by means of deflection. Opportunistic approaches provide good performance in presence of sporadic traffic flows which leads to rare contentions. Under highly loaded traffic conditions, in contrast, opportunistic approaches fail to achieve high throughput as frequent retransmissions exhaust the bandwidth.

Importantly, each dropped message represents wasted energy [84]. Under high loads, deflection is of little help as deflected messages do not leave the network. They are thus still subject to dropping and occupy elements normally devoted to other flows [85]. Packet contention also scales with the architecture size. Finally, in architectures where multiple optical switches are cascaded - with optical amplifiers interleaved - messages dropped close to the destination represent an even higher waste of energy. Opportunistic arbitration schemes must therefore be carefully designed to account for both the energy consumption and performance. Performances can vary substantially with different communication patterns and must therefore be tested, and their parameters optimized, in presence of application traffic.

**F. Architectural improvements**

Contention within opportunistically arbitrated networks can be reduced by introducing time slot mechanisms [83] which...
diminish packet overlap. Flow control mechanisms, such as back-pressure, can be leveraged to dynamically adjust the traffic volume entering the network.

The Data Vortex architecture is one example of an optical interconnection network design that combined deflection, flow-control and amplification [86]. A silicon photonics based Data Vortex can be foreseen, with ring or MZI comb switches advantageously replacing the SOA based switch elements used in the prior implementation [87].

The capabilities silicon photonics based interconnection networks can deliver to Exascale systems performance are primarily dependent on the reconfiguration times associated with optical switching. As switching speeds are pushed toward the nanosecond levels, the scope and range of applications benefiting from the photonic data movement will broaden. For these future photonic-enabled systems, the overarching goal is to evaluate the performance impact on the executed Exascale applications, as discussed in the next section.

G. Application aware design of Exascale optical networks

Exascale systems will ultimately aim to execute relevant applications with optimized time-to-solution and/or energy-to-solution. Therefore, hardware design decisions, including dimensioning decisions (B/F ratios, bisectional bandwidths, link line rates, etc.), as well as operational design choices (such as the arbitration scheme consideration for latency or energy efficiency), must account for the applications’ performance. Particularly for the photonic network, different trade-offs are considered that emphasize performance and/or energy consumption.

In this subsection we provide an overview of the optical network design space considerations and their impact on applications execution. One can frame a lower bound on the application runtime as determined by the Flops it requires divided by the peak system computing capability. If an application requires 10 PetaFlops, it will require at least 10 seconds of execution time on PF machine. In practice, the execution will be longer and will depend on the computing efficiency (of 1/n, c.f. section II). A portion of this extra-time can be attributed to the parallel nature of the application structure: no application is perfectly parallelizable over all cores at all times. Another portion of this extra time, however, will be attributed to computing resources idly waiting for the required computation operands, due to limitations in memory access, network latency, or other system limitations. In other words, network latencies resulting from limited bandwidths, arbitration delays, the number of hops in the topology, etc. directly impact the application execution time performance.

The network may be independently designed to maximize bandwidth, minimize arbitration latency, to support small hop count compact topology, or to target a tradeoff among these metrics. Each possible design, however, uniquely impacts the application performance and/or the energy consumption. For example maximizing bandwidth is typically at the expense of increased power consumption. Moreover, minimizing the average arbitration latency can be made at the expense of higher peak latency. This is typically what happens within single-way arbitration schemes: even if the majority of the packets experience no drop, and thus benefit from the single-way reservation, the minority that is retransmitted is heavily impacted (long latency tails), which can have detrimental effects at the application level [88]. Navigating the design space toward developing a balanced system is therefore a complex process.

An empirical notion of a balanced system can be obtained by examining today’s supercomputer systems. In terms of interconnects specifically, Table III shows that node injection bandwidths should be maintained above 0.001 B/F, while bisectional bandwidths can be one order of magnitude lower. Although these values can be used as guidelines for the initial optical network design, evaluating the needs of applications on Exascale systems with photonic-enabled data movement is extremely challenging.

One approach involved analyzing the detailed communication activity of applications and mapping them onto the interconnect design [80]. However, this approach is limited by the fact that application traffic itself depends on the interconnect capabilities. Indeed, delayed messages might slow down the application proceeding, which in turn will decrease the message injection rate. Therefore, the interconnect and the application must be jointly modeled. Since application behaviors cannot typically be described analytically, simulation based modeling must be employed. In the past years, large research efforts have been devoted to developing extensive simulation platform for joint (i.e. hardware and software) modeling of Exascale systems [89, 90]. As photonic interconnect systems are developed for Exascale, it becomes important to incorporate their models in these large scale simulation platforms [91] to enable hardware/software co-design and validation [92,93].

VI. EXPERIMENTAL HARDWARE/SOFTWARE VALIDATION OF SILICON PHOTONIC INTERCONNECTED SYSTEMS

Physical layer demonstrations of individual devices, links or networks, and architectural modeling of potential photonic interconnection networks are crucial stepping stones toward the realization of silicon photonics in next generation Exascale systems. It is clear however that an integrated source of hardware-software validation is required for moving forward with implementing silicon photonics in next-generation computing systems. There is a need to fill the gap between early stage development approaches and the ultimate goal of mass fabrication and insertion into commercial systems. An intermediate validation step, which proves the feasibility and on-the-field utilization of systems aims to address this gap.

In this section we describe an integrated hardware-software validation platform with dynamic capabilities that can provide a systems-level perspective of the feasibility of silicon photonics for computing systems.

A. Dynamic Functionality Enabled by FPGAs

Field programmable gate arrays (FPGAs) provide dynamic reconfiguration of electronic logic gates – i.e., logic gates that can be configured in a variety of ways to create state-based logic, registers, memory, etc. This “logic substrate” can be used to emulate computing components, control systems, and network functionalities that physically implement critical components of an Exascale computing system. Additional
programmable hardware – a local processor architecture and associated memory capable of encapsulating and executing a complete software stack – enable software programmability of the custom hardware, ranging from control of individual registers to full-scale multi-processor operating systems [94].

In addition to reconfigurable logic gates, the FPGA chips within the test platform embed special-purpose high-speed data transceivers (also known as serial-deserializers, or SerDes). The essential functionality of these transceivers is to convert parallel data – inherent to computing elements – to serial I/O that is compatible with silicon-photonic transmit and receive devices. The physical serialization realized by these embedded transceivers cannot be modified (it is often constrained to low-voltage differential signaling); however, higher-layer protocols and data formatting are easily controlled and configured according to custom logic.

Silicon photonic devices also require a certain degree of control and maintenance [54], according to the aforementioned thermal characteristics in Section III, which can be implemented with state-based logic [67]. This logic drives additional analog-to-digital (AD) and digital-to-analog (DA) hardware – coupled with FPGAs through a daughtercard interface such as FPGA mezzanine card (FMC) or high-speed mezzanine card (HSMC) – that provides complete sampling and multi-level control of silicon photonic devices. The coupling of data transmission and control provides an implementation of a complete silicon photonic link layer protocol, thereby validating the capabilities of silicon photonics as a data transport medium.

FPGAs can also be leveraged to control silicon photonic devices arranged in a network – i.e., to implement the logic to arbitrate fundamental networking functions, such as switching and routing, and has been successfully demonstrated [95,96]. Controlling networked silicon photonic devices using FPGAs provides not only necessary device stabilization and control, but an aggregated method for actuating computing/networking primitives in a software-programmable fashion.

B. Demonstration through Testing and Validation

The FPGA-based hardware-software integration platform provides a test vehicle for 1) discovering implementation-dependent effects that cannot be found with initial simulation/modeling, and 2) demonstrating the functionality of silicon photonic devices in an interconnected network and implementing valid execution models for system runtime 3) paving the way toward all-integrated systems (devices and control logic, all inclusive).

Implementation-dependent effects are any physical, architectural, or programming peculiarities that are not initially part of device- and architectural-level simulation/modeling. One such example is pattern-dependent effects of data transmission on an injection-mode microring modulator, which exacerbates thermal effects and results in significant power penalty [97]. Forward current effects of an integrated $p$-$i$-$n$ diode (used for modulation) might not be initially transparent; the aforementioned study highlights reverse-biased depletion mode device operation, which is insensitive to pattern-dependent effects. On the contrary, error-prone systems – such as memory transactions in optically-connected memory – adhere to well-known error-correction techniques [98], demonstrating the feasibility of silicon photonic enabled large-scale systems. Furthermore, validation of advanced modulation techniques using particular silicon photonic implementation effects shows further functionality and efficiency for optics in high performance and potentially Exascale systems [99].

Software-dependent communications refer to execution of physical layer data flows that are controlled by a higher-level arbitration layer. A complex silicon photonic network could consist of various wavelength division multiplexed data paths, originating from going to emulated CPU cores or physical memory banks, and silicon photonic circuit-switched and wavelength-selective components arbitrated by high-speed state-based logic on FPGAs. Previous sections of this document contemplate the execution and delivery of such flows in tandem with arbitration of complex network architectures, but without actual implementation of such a system, its runtime complexities cannot be entirely characterized. The interaction between physical layer startup sequencing, arbitration of silicon photonic devices, and data delivery must be orchestrated with an overall control interface to ensure successful end-to-end operation. One such method that has been successfully shown using FPGAs is a message-passing interface (MPI) used for direct memory access [100]. Considering the inclusion of complex computing components necessary for Exascale systems – such as the Hybrid Memory Cube [13] and multicore processing architectures – further exacerbates the need for complete system implementation.

A hardware-software integration platform as described here provides a mechanism for demonstrating data that is both driven by system software and compatible with optical interconnection network protocols. The relationship between data programmability and protocol compatibility is not necessarily clear during the design process; aforementioned implementation-dependent and runtime execution effects could hinder system functionality. Integrating the physical layer devices and link layer control mechanisms provides critical feedback on device start-up sequencing, control loop timing, design of silicon photonic transmission protocols, and software execution models for system runtime [67,101-102].

The criticality of this type of design and validation is further accentuated as hardware becomes more complicated in an implemented design, due to scalability of aggregated control and software models.

VII. CONCLUSION

Data movement is perhaps the dominating challenge on the way to realizing Exascale systems. Breakthrough technological advances are most likely required to address these challenges in a scalable manner. With its CMOS-compatible fabrication and compact integration within the computing/memory chips, silicon photonics has emerged as one of the promising communications technologies for Exascale data movement. This paper provided an overview of the different research efforts conducted to allow further scaling of supercomputer capabilities by means of ultra-high bandwidth, energy efficient silicon photonics interconnection networks.
The design of an Exascale grade interconnection system is a multi-faceted problem which requires an integrated effort that cross-cuts several system planes. Nanophotonic devices able to perform all the operations required for transmission and switching have been demonstrated over the past decade, but these designs have not been optimized for system level considerations. The specific system implementation in turn impacts the device characteristics and performance. Therefore, a holistic approach achieving individual device parameters optimization jointly with the architecture and networking mechanisms design must be targeted. Models of photonic networks must also be incorporated in simulation platforms to allow co-design of the executed applications and of the interconnection systems. Finally, early hardware/software joint testing and validation of new devices, systems and architectures is crucial to reach the goal of overall design of next-generation Exascale computing platforms.
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