Abstract—This paper proposes a dynamic Bayesian network (DBN) based MPEG-4 compliant 3D facial animation synthesis method driven by the (Evaluation, Activation) values in the continuous emotion space. For each emotion, a state synchronous DBN model (SS_DBN) is firstly trained using the Cohn-Kanade (CK) database with two streams of inputs: (i) the annotated (Evaluation, Activation) values, and (ii) the extracted Facial Action Parameters (FAPs) of the face image sequences. Then given an input (Evaluation, Activation) sequence, the optimal FAP sequence is estimated via the maximum likelihood estimation (MLE) criterion, and then used to construct the MPEG-4 compliant 3D facial animation. Compared with the state-of-the-art approaches where the mapping between the emotional space and the FAPs has been made empirically, in our approach the mapping is learned and optimized using DBN to fit the input (Evaluation, Activation) sequence. Emotion recognition results on the constructed facial animations, as well as subjective evaluations, show that the proposed method obtains natural facial animations representing well the dynamic process of the emotions from neutral to exaggerate.

I. INTRODUCTION

Embodied Conversational Agents (ECA) requires creating interfaces which are not only limited to the synthetic representation of the face and human body, but also express feelings through facial expressions, gestures and body poses[1]. Affective avatars can be applied in many areas, such as gaming, HCI, e-learning, virtual reality, etc. The current work devotes to the synthesis of the temporal evolution of facial expressions based on the mapping of (a pair of) Activation-Evaluation[2] to MPEG-4 Facial Action Parameters (FAPs).

In recent years, both image-based rendering and 3D model based facial animations have been proposed for realistic expressive facial animation synthesis. Wu et al.[3] developed a real-time audio-visual Chinese speech synthesizer with a 3D expressive avatar, in which the FAPs for six expressions are manually set by the XfaceEd toolkit[4] to match the facial expressions of the JAFFE database[5]. Other works have addressed the modeling of facial expressions by symbolic (rule-based) approaches. Cassell et al.[6] presented a rule-based automatic system that generates expressions and speech for multiple conversation agents. The system is based on the Facial Action Coding System (FACS) of Ekman[7]. Even though the resulting facial expressions look promising, the system generates always the same expressions in any context. This drawback has been partially overcome in [8] by enlarging and enriching the rules with more details, and modeling variable emotion intensities. A similar modeling is proposed by Bui et al. [9] using a fuzzy rule-based system to map representations of the emotional state of an animated agent onto muscle contraction values for specific facial expressions.

Most of the rule-based systems suffer the drawback of a static generation of facial expressions, due to the fact that the set of rules and their combinations is limited. To overcome these limitations, recently stochastic systems have been proposed. For example, in [10], Hidden Markov Models (HMMs), being able to model time series with uncertainty, have been used for the synthesis of emotional facial expressions during speech. The HMMs were trained on a set of emotion examples with the tracked 3D reflective markers of various facial expressions. More realistic looking facial expressions can be reproduced by modeling the dynamics of human expressions. As an extension to HMM, Zhang et al.[11] proposed to use Dynamic Bayesian Networks (DBNs) for modeling both spatial and dynamic relationships among facial expressions for the analysis and synthesis of the six basic facial expressions. In their approach, they integrate the Action Units (AU)[7] and the FAPs into a DBN to generate the probability distribution of the six facial expressions. For the synthesis, they use the probability distribution of the six facial expressions produced by the analysis, and reconstruct the FAPs and their intensity through a static Bayesian network (BN) to provide quantitative information about the facial expressions and their temporal evolution.

The above cited facial expression synthesis research focused on the basic emotion categories. Other studies have used the Pleasure, Arousal, and Dominance (PAD) 3D-
emotional space\textsuperscript{12} to develop rule-based or parametric-based facial expression synthesis systems, in which the mapping between the emotional space and the facial animation parameters has been made empirically. In these approaches, to synthesize facial expressions, emotions are not limited to isolated categories but can be described and quantified along three\textsuperscript{13-15} or two\textsuperscript{16,17} independent dimensions.

In this research, for each emotion, we model the relationship between the Activation-Evaluation emotional space and the FAPs based on a two stream state synchronous DBN model (SS DBN). The image sequences of the Cohn-Kanade (CK) facial database\textsuperscript{18} are firstly annotated using the Feeltrace toolkit\textsuperscript{19} to get the (Evaluation, Activation) labeling of each image, and FAP parameters are extracted based on the detected and tracked facial feature points, then the (Evaluation, Activation) sequences and FAP parameters are input to train the SS_DBN models.

Once the parameters of the SS_DBN models are trained, given an (Evaluation, Activation) curve in the 2D emotional space, the optimal FAP parameters are estimated based on the maximum likelihood estimation (MLE) criterion, which are then used to synthesize the MPEG-4 compliant facial animations. In our experiments, both the emotion recognition experiments and subjective evaluations are done on the synthesized 3D facial animations.

The remainder of the article is organized as follows: In Section II, we describe the labeling of the face images in the 2D emotional space. Section III addresses the extraction of the FAP parameters. Section IV introduces the structure of the SS_DBN model and defines the conditional probability distributions of the nodes. Section V induces the optimal FAP feature learning algorithm based on the maximum likelihood criterion. Section VI discusses our experimental results. Finally, Section VII draws a conclusion for this paper.

II. LABELING IN 2D EMOTIONAL SPACE

In this paper the Cohn-Kanade (CK) facial database\textsuperscript{18}, with 6 posed emotions (happy, sad, angry, fear, surprise and disgust), has been annotated using the Feeltrace toolkit\textsuperscript{19}. Feeltrace allows coders to track the emotional content of a stimulus, as they perceive over time, and move their cursor within the 2-dimensional (Evaluation, Activation) emotion space to rate their impression about the emotional state of the subject. Some examples of the continuous annotations are illustrated in Fig.1.

Since the expressions of the facial image sequences in the database are always from neutral to exaggerate, it is relatively less hard to guarantee the consistency of the labeling of the different sequences with the same emotion.

III. MPEG-4 BASED REPRESENTATION AND FAP GENERATION

The MPEG4 standard describes how to define and animate a human face in a 3D scene\textsuperscript{20}. MPEG-4 specifies 84 Feature Points (FPs) on the neutral face to describe the shape of the face model which covers eyes, eyebrows, nose, mouth, tongue, teeth etc. al.

The MPEG-4 FPs provide spatial reference for defining (i) 68 Facial Description Parameters (FDP) allowing the definition of a facial shape and texture, as well as eliminating the need for specifying the topology of the underlying geometry, (ii) the Facial Action Parameters (FAP) describing the local movement of the face and hence allowing the animation of faces reproducing expressions, emotions and speech pronunciation.

The FAP set contains two high-level parameters, visemes and expressions, and 66 Low-level FAPs associated with movements of key face zones. All low level FAPs are expressed in terms of facial animation parameter units (FAPU). FAPUs correspond to fractions of distances between some key feature points in a neutral face, e.g., mouth-nose separation, eye separation, etc. MPEG-4 FAPs are strongly
related to the Action Units (AU) and Facial Action Coding System (FACS) describing archetypal expressions by means of muscle movements\[7\].

For the FAP generation, we use the Constrained Bayesian Tangent Shape Model (CSM)\[21\] for the detection and tracking, over a facial image sequence, of a shape model defined by 83 facial feature points. In our current implementation, we generate 12 low level FAP parameters (see Table I) out of the 66 low level parameters, extracted directly from the tracked feature points. The considered 12 FAPs are active in facial expressions to characterize the six archetypal facial expressions.

IV. THE STATE SYNCHRONOUS DBN MODEL

The DBN model enables to correlate and associate the continual arriving evidences through temporal dependencies to perform reasoning over time. In our work, for each individual emotion, a two stream state synchronous DBN model (SS_DBN), as shown in Fig.2, is built. It consists of a Prologue part (initialization), a Chunk part that is repeated every time frame, and a closure with an Epilogue part. Every horizontal row of the nodes depicts a separate temporal layer of random variables. The straight arcs represent deterministic conditional probabilities between nodes and the dotted arcs of random variables. The two input streams are the frame-based (Evaluation, Activation) streams are the frame-based (Evaluation, Activation) denoting random conditional probabilities. The two input streams are the frame-based (Evaluation, Activation) denoting random conditional probabilities. The two input streams are the frame-based (Evaluation, Activation) denoting random conditional probabilities. The two input streams are the frame-based (Evaluation, Activation) denoting random conditional probabilities. The two input streams are the frame-based (Evaluation, Activation) denoting random conditional probabilities. The two input streams are the frame-based (Evaluation, Activation) denoting random conditional probabilities.

For each input feature stream \(d\) (\(d \in (e, v)\)), \(c^d_{jm}\), \(\mu^d_{jm}\) and \(\Theta^d_{jm}\) are the GMM parameters (weight, mean and covariance matrix) of the Gaussian mixture \(m\) of the state \(j\), respectively. \(M\) is the number of Gaussian mixtures. \(w_d\) is the weight adjusting the influence of the stream \(d\), with the constraint \(w_e + w_v = 2\). In the training process of the SS_DBN models, \(w_e\) and \(w_v\) are set to 1, respectively.

For each of the six emotions (happy, sad, angry, fear, surprise and disgust), a SS_DBN model is trained using the labeled (Evaluation, Activation) values and the generated FAPs from the tracked facial feature points. For each feature stream \(d\), a GMM set \(\mathbf{x}^d = \left\{ c^d_{jm}, \mu^d_{jm}, \Theta^d_{jm} \right\} \) (\(j = 1...SM, m = 1...M\)) is estimated using the Expectation Maximization (EM) algorithm. In our experiments, the number of Gaussian mixtures \(M\), as well as the maximum state number \(SM\), are set as 4. The training processes of the SS_DBN models are implemented using the Graphical Models Toolkit (GMTK)\[22\].

V. FACIAL EXPRESSION SYNTHESIS BASED ON THE SS_DBN MODELS

For the synthesis, given an input sequence of (Evaluation, Activation) \(o^e = \{o^e_1, ..., o^e_n\}\), we would like to generate the optimal FAP sequence \(o^v^* = \{o^v_1^*, ..., o^v_n^*\}\), and then

The conditional probability distributions (CPD) of the key nodes are defined as follows:

1) The CPD of ST is defined as a random probability.

\[
P(ST_i = j | S_i = i) = \begin{cases} \alpha_j & \text{if } j = 0 \\ 1 - \alpha_j & \text{if } j = 1 \end{cases}
\]

where \(\alpha_j\) is a random variable.

2) Suppose the maximum state number is \(SM\), the CPD of the state \(S\) is defined as

\[
p(S_i = i | S_{i-1} = j, S\_i = k) = \begin{cases} 1 & i = j \text{ and } k = 0 \\ 1 & i = j \text{ and } j = SM \\ 1 & i = j + 1 \text{ and } k = 1 \text{ and } j < SM \\ 0 & \text{otherwise} \end{cases}
\]

which means that when the state does not reach the final state and is allowed to transit, the state will change. Otherwise the state will stay on the current state.

3) At each time slice, the probability of the hidden state \(S\) emitting the observation feature vectors is defined as a production of Gaussian mixture models (GMMs).

\[
p(o^e_i, o^v_i | S_i = j) = \prod_{d \in \{e, v\}} \sum_{m=1}^{M} w_d \cdot c^d_j \cdot N(o^d_i, \mu^d_j, \Theta^d_j) \]

For each input feature stream \(d\) (\(d \in \{e, v\}\)), \(c^d_j\), \(\mu^d_j\) and \(\Theta^d_j\) are the GMM parameters (weight, mean and covariance matrix) of the Gaussian mixture \(m\) of the state \(j\), respectively. \(M\) is the number of Gaussian mixtures. \(w_d\) is the weight adjusting the influence of the stream \(d\), with the constraint \(w_e + w_v = 2\). In the training process of the SS_DBN models, \(w_e\) and \(w_v\) are set to 1, respectively.

For each of the six emotions (happy, sad, angry, fear, surprise and disgust), a SS_DBN model is trained using the labeled (Evaluation, Activation) values and the generated FAPs from the tracked facial feature points. For each feature stream \(d\), a GMM set \(\mathbf{x}^d = \left\{ c^d_{jm}, \mu^d_{jm}, \Theta^d_{jm} \right\} \) (\(j = 1...SM, m = 1...M\)) is estimated using the Expectation Maximization (EM) algorithm. In our experiments, the number of Gaussian mixtures \(M\), as well as the maximum state number \(SM\), are set as 4. The training processes of the SS_DBN models are implemented using the Graphical Models Toolkit (GMTK)\[22\].
use these FAP parameters to synthesize a facial animation. This is done based on the Maximum Likelihood (ML) criterion, as follows.

Let \( \Psi_t \) be the set of all hidden variables at frame \( t \). The probability of an expressional facial image sequence \( (O^e, O^o) \) evolving along a hidden variable path \( \Psi = (\Psi_1, \Psi_2, ..., \Psi_T) \) can be defined as:

\[
P(O^e, O^o, \Psi | k) = \prod_{t=1}^T p(O^e_t | S_t) p(O^o_t | S_t) p(\Psi_t | \Psi_{t-1})
\]

(4)

Given an input (Evaluation, Activation) sequence \( O^e \) and the trained model set \( \lambda = (\lambda^e, \lambda^o) \), the Maximum Likelihood (ML) criterion is used to find the optimal FAP sequence by iteratively maximizing an auxiliary function \( \Omega(\lambda; O^e, O^o, \Psi) \) defined as:

\[
\Omega(\lambda; O^e, O^o, \Psi) = \sum_{\Psi \in \Phi} p(O^e, O^o, \Psi | k) \log p(O^e, O^o, \Psi | k)
\]

(5)

where \( O^e \) is the newly estimated FAP sequence, and \( O^o \) is the obtained visual feature sequence in the last iteration, respectively. The optimal FAP \( O^e \) can be obtained by setting the derivative of \( \Omega(\lambda; O^e, O^o, \Psi) \) with respect to \( O^e \) equal to zero, \( O^e \) is then estimated as:

\[
O^e = \frac{\sum_{\Psi} p(O^e, O^o, \Psi | k) \sum_{m} c_{\Psi,m} \left( \Theta_{\Psi,m}^{e} \right)^{-1} \mu_{\Psi,m}^{e}}{\sum_{\Psi} p(O^e, O^o, \Psi | k) \sum_{m} c_{\Psi,m} \left( \Theta_{\Psi,m}^{e} \right)^{-1}}
\]

(6)

where \( p(O^e, O^o, \Psi | k) \) is the probability of the facial image sequence \( (O^e, O^o) \) passing through \( \Psi_t \). We estimate \( O^e \) by replacing the sum over all possible states of the hidden variables \( \Psi_t \) by the sum over their states in the N-Best paths.

Having obtained the 12 key FAP parameters according to the input (Evaluation, Activation) sequence, the other related FAPs, for synthesizing a MPEG-4 facial animation, could be estimated by linear mapping[23]. Finally, we use the Xface open source toolkit[24] to render these parameters.

VI. EXPERIMENTS AND RESULTS

In our experiments, for each of the six emotions, 30 facial image sequences from the Cohn-Kanade database, with their labeled (Evaluation, Activation) (see section II) and generated 12 FAPs (Section III), are used to train the SS_DBN model (Section IV). As testing sequences, we used for each emotion, other 5 facial image sequences which we also annotated within the 2-dimensional (Evaluation and Activation) emotion space using the Feeltrace annotation toolkit[19]. For these sequences, we estimate the optimal FAP parameters based on the trained SS_DBN models, as explained in Section V. This allowed constructing MPEG-4 compliant 3D facial animations.

Fig. 3 shows the dynamics of the estimated, as well as the original generated FAP parameters for FAP3 using the procedure of Section III, from a testing facial image sequence, One can notice that the estimated FAP fits well the dynamics of the original FAP.

![Temporal dynamics of the FAP parameter: estimated v.s. original](image)

Fig. 3

Fig.4 shows some examples of the synthesized face image sequences from the estimated optimal FAP parameters. One can notice that the images not only show well the expressions of different emotions, but also follow the dynamic process of the emotions from neutral to exaggerate. To evaluate how well the synthesized facial animations express the emotions, we listed the 30 synthesized 3D facial animations, as well as the 2D facial animations constructed from the original face image sequences, in a random order, and asked 12 students to recognize their emotions. The results are shown in Table II. One can notice that for happy and sad, most of the synthesized facial animations show correctly the emotions. For fear, angry and surprise, the recognition rates are relatively low. However, this keeps coordinate with the
emotion recognition results on the original 2D facial animations.

**TABLE II**

<table>
<thead>
<tr>
<th>Emotion</th>
<th>happy</th>
<th>sad</th>
<th>fear</th>
<th>angry</th>
<th>disgust</th>
<th>surprise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original 2D</td>
<td>97.1%</td>
<td>94.2%</td>
<td>71.4%</td>
<td>74.2%</td>
<td>77.1%</td>
<td>82.8%</td>
</tr>
<tr>
<td>Synthesized 3D</td>
<td>96.67%</td>
<td>90%</td>
<td>55%</td>
<td>70%</td>
<td>75%</td>
<td>61.67%</td>
</tr>
</tbody>
</table>

The 12 students were also asked to perform the subjective evaluation on the synthesized facial animations from the optimally estimated FAPs, as well as from the extracted FAPs of the original face images. The subjects have been asked to assign scores on a five point scale: 1 (bad), 2 (poor), 3 (fair), 4 (good) and 5 (excellent), according to the naturalness and the ability of expressing corresponding emotions. The results are shown in Table III. One can notice that for most of the emotions, the facial animations using the optimally estimated FAPs get better comments. This is mainly due to the fact that the extracted FAPs from the original face images are very sensitive to the tracked feature points, the jerky in the temporal dynamics of the FAPs, as shown in Fig.3, causes jerky of the synthesized facial animations, which thereby influences the naturalness of the animations. On the contrary, since the optimally estimated FAPs are a weighted sum of the mean values of the current state (see Eq. (6)), they are smoother than the extracted FAPs. Therefore, the constructed facial animations are more natural than those from the extracted FAPs.

**TABLE III**

<table>
<thead>
<tr>
<th>Emotion</th>
<th>happy</th>
<th>sad</th>
<th>fear</th>
<th>angry</th>
<th>disgust</th>
<th>surprise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extracted FAPs</td>
<td>3.41</td>
<td>3.17</td>
<td>3.43</td>
<td>3.77</td>
<td>3.56</td>
<td>3.63</td>
</tr>
<tr>
<td>Estimated FAPs</td>
<td>3.88</td>
<td>3.58</td>
<td>3.19</td>
<td>3.83</td>
<td>3.64</td>
<td>3.63</td>
</tr>
</tbody>
</table>

**VII. CONCLUSIONS AND FUTURE WORK**

In this paper, we proposed a DBN based MPEG-4 compliant 3D facial animation synthesis method driven by the continuous emotion space. For each emotion, a two stream state synchronous DBN (SS_DBN) model is trained, with the labeled (Evaluation, Activation) sequences, as well as the extracted FAP parameters of the face image sequences. Once the parameters of the SS_DBN models are trained, given an input (Evaluation, Activation) sequence in the 2D continuous emotion space, the optimal FAP parameters can be estimated via the maximum likelihood estimation criterion, which are then used to construct the MPEG-4 compliant 3D facial animations. Emotion recognition results, as well as subjective evaluations on the constructed facial animations, show that the proposed approach can effectively and efficiently synthesize expressive emotions, as well as follow the dynamic process of the emotions from neutral to exaggerate. In our future work, we will expand the experiments on the audio-visual SEMAINE database, which not only is labeled with both discrete emotions and continuous emotion dimensions, but also has more naturalistic emotions compared to the acted Cohn-Kanade database.
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