Abstract

Central to any legacy migration project is the translation of the data model. Decisions made here will have strong implications to the rest of the translation. Some legacy languages lack a structured data model, relying instead on explicit programmer control of the overlay of variables. In this paper we present our experience inferring a structured data model in such a language as part of a migration of eight million lines of code to Java. We discuss the common idioms of coding that were observed and give an overview of our solution to this problem.

1 Introduction

An integral part of maintenance is the migration of existing systems to use new technology. There are many reasons for the use of the new technology, one of which is the obsolescence of part or all of the current implementation platform such as the implementation language. While some languages, such as COBOL, remain widely used within their domains, others of more limited deployment may become a liability to future maintenance. This paper describes part of a project at FBK-IRST to migrate a terminal based legacy banking system written in a proprietary language to a Java based application server (a decision made by the customer).

The language used by the legacy system is BAL, an acronym for Business Application Language. BAL is a BASIC like language that contains unstructured data elements (described in Section 2) as well as unstructured control statements (e.g., GOTO). Programs are composed of multiple segments and may also contain user defined functions. Calls between programs are supported, and a preprocessor provides the programmer with the ability to isolate common code in files that may be included in more than one program.

As with any large scale migration project, there are several goals that are, in a sense, mutually contradictory. The first of these is that we wish to preserve the familiarity that the developers have with the existing code base. That is, the relation between the original BAL source and results of the translation should be visible, and a developer responsible for maintaining the original BAL should be able to identify the locations and implementations of concepts in the resulting Java code with little difficulty. The second goal is that the code be high quality, idiomatic Java. That is, a naive translation that implements the semantics of the BAL programs in Java syntax would be difficult to understand and to maintain.

Central to any translation effort is the translation of the data model. While applications coded in legacy languages such as BAL are based on a functional decomposition approach, the object oriented design method focuses on the data model. In this paper we describe an approach using program transformation to reverse engineer a structured data model from the unstructured model provided by BAL.

The starting BAL data model allows programmers to overlay variables in memory with (almost) arbitrary layouts. Memory can be regarded as a byte array and the position of each variable in this byte array can be specified relative to other, previously declared variables. Such a data model is quite close to that of Assembly, where memory addresses can be directly used to specify the location of variables. All modern programming languages, including Java, but also Cobol and similar languages, restrict the admitted overlays of variables in memory, so as to enforce some notion of containment. An object in Java may contain attributes, which in turn may reference objects, but no two objects are ever aliases of each other in Java or have different, partially overlapping displacements in memory. A record in Cobol contains fields, which can be in turn records, but field containment cannot be broken by arbitrary, “unstructured” variable declarations. Hence, in a migration effort to a modern language, the first problem being faced with BAL is reverse engineering of a structured data model starting from the current, unstructured one. The next steps, out of the scope of the present work, would be aggregating structured data and operations into a “true” OO model and inferring fine grained
objects, such as dates, by aggregating individual variables based on use.

The rest of the paper is organized as follows: In section 2, we describe the basic cases that may occur in BAL code and how we map them to Java. Unfortunately, the permissive data model of this language allows programmers to deviate from such basic cases. Exceptions are described in Section 3, where we explain how these cases are currently managed. Section 4 provides empirical data on the occurrence of the various cases in the particular system we are migrating. In Section 5, we describe some of the previous work in the area and conclude in Section 6.

2 Base strategy rules: exact size match

In this section we give a short introduction to the data model provided by the BAL language and provide some examples of the basic ways in which the conventional notion of records and fields are expressed in the BAL language.

```
DCL a# // Byte Variable
DCL b% // Short Variable
DCL c&=5 // BCD Variable, 5 bytes long
DCL d@=100 // String Variable, 100 bytes long
DCL e$ // String Variable, 16 bytes long
```

Figure 1. Primitive types

While BAL contains some structured control flow statements such as IF... ENDF and WHILE... WEND, the data model is very unstructured and similar to that found in structured assembly languages (e.g., that of IBM mainframes). The data model is byte oriented and the language only provides four basic data types: byte, short, binary coded decimal (BCD) and string. The first two are the same as those available in most languages, representing a single byte and two contiguous bytes respectively. Variables of the BCD and string data types can be of different lengths, and the developer must specify the length (in bytes) if she wants something different than the default length. Unlike languages such as C, there is no dynamic allocation, and the length of all variables is known at compile time.

Figure 1 shows a simple example of variable declarations. The variables a and b are byte and short variables (indicated by the type specifier '#' and '%'). The variable c is a BCD variable (type specifier '&' , optional) that takes five bytes of storage. BAL stores the BCD value in its own, proprietary format. The variable d is a string variable one hundred bytes long. In the absence of an explicit length (i.e. "= <expression>"), default lengths of eight bytes for BCD variables and sixteen bytes for string variables are used. Thus the variable e is a string variable that is sixteen bytes long. Arrays of each of the types are also supported by the language, with at most two indexes (i.e., either vectors or matrices).

Even mapping the atomic BAL types to Java types is not straightforward. Byte and short have a natural counterpart in Java, even though using byte and short in Java introduces downcasts, since intermediate computations may get automatically promoted to int. BAL strings are different from Java strings in a few respects: they are represented as byte (8 bit) sequences, not as UNICODE character (16 bit) sequences, they are mutable and they have fixed length. The mapping with the closest semantics would be the Java byte array. However, translation of BAL strings into byte arrays would result in low quality, poorly maintainable Java code, in that it would deviate from the common Java programming practice and it would need ad hoc support for manipulation of the translated strings. Instead of resorting to an ad hoc data type based on a byte array representation, we decided to use the Java type String anyway, by providing proper translations and helper functions, when needed. Modifications of BAL strings are translated into reassignments and proper helper functions are provided for string truncation or padding up to the length declared in BAL. Such helper functions take advantage of annotations that record the original BAL string size. BCD numbers can be mapped to the BigDecimal type in Java, but again some care must be taken. As with BAL strings, the size of the BCD must be recorded in annotations. BigDecimals are also immutable, hence reassignment is needed whenever a BAL BCD is modified. Rounding rules should replicate exactly the same semantics as in BAL, so the appropriate mathematical context (MathContext object) should be chosen for all generated BigDecimals, as well as for the intermediate arithmetics.

2.1 Simple overlay

In BAL, variables are laid out sequentially in memory, with global variables in the global space and local variables on the data stack. Grouping of variables into records is done by explicitly overlaying variables by giving them overlapping positions in memory. This is accomplished with the FIELD=M,VAR statement, as shown in Figure 2. The code starts by declaring a string variable a of length nine. The FIELD statement resets the current variable position (i.e. the position of the next declared variable) in memory to the beginning of the variable a, and as a result, the string variable b has the same starting position as the a, but a shorter length. The variable c which follows b is assigned to the next location in memory after b, which is also within the boundaries of the variable a. In fact, both variables (total length of nine bytes) are contained within variable a. Thus an assignment to the variable a will also change both b and c, while an assignment to b will only change the first five bytes of the variable a.
The second FIELD statement resets the current variable position to the beginning of b (which is also the beginning of a), and the three variables, d, e and f are all allocated from that position. Figure 2 (top) shows the position of variables in memory diagrammatically. Using the FIELD=M statement without a variable name resets the current variable position to the first position free in memory. In our example, if appended at the end of the declarations, such a statement would move the next data position available in memory immediately past the end of variable a, since all of the other variables are located within the space allocated to a. The right hand listing in Figure 2 shows an equivalent data structure in mainframe assembly language (DS = allocate data storage, CA=ASCII string, B1=binary byte). The EQU directive is the equivalent of the FIELD=M, VAR statement.

As can be seen in the figure, C style preprocessing statements are available to the developer. Data structures are kept in separate files (some of which automatically generated from ISAM\(^1\) tables) that are included using the #include directive. Macro definitions are used to select (via ifdef) which data structures to instantiate (e.g., ifdef A, in Figure 2).

There are several consequences to the approach taken by the BAL language. The first consequence is that records do not introduce any additional lexical scope: the name space is flat and there is no equivalent of the dot notation (e.g. a.b), common in languages such as C and Java. The second consequence is that it is the developers’ responsibility to ensure that the sizes of the variables are correct. For example, in Figure 2 above, the variable a is intended to be a reference to the entire record. If the size of c is changed to five, then the size of a should also be changed. The last consequence is that there are many ways of expressing the exact same layout of variables within memory. The last two consequences make the recovery of a structured record from a sequence of BAL declarations difficult.

For the record data type, which is obtained in BAL through the FIELD=M construct, the mapping to Java is straightforward in case of simple containment with exact size match (as depicted in Figure 2). Figure 3 shows the Java code produced for the example in Figure 2. Nested FIELD=M instructions are mapped to inner classes in Java. BAL strings used as record containers become Java objects, the type of which is the Java Class corresponding to the FIELD=M defined upon them. For example, the BAL strings a and b in Figure 2 are turned into the two objects Aa and Ab, declared as class attributes within class A and Aa, and initialized with instances of class Aa and Ab respectively.

The translation shown in Figure 3 makes the assumption that records are either accessed through their fields (the leaves of the containment tree) or, as a whole, through the container itself, used as a reference to the record. For example, if field b is read or written as a BAL string in the BAL code, the generated Java object must resort to serialization methods (e.g., readFrom and writeTo) to properly assign values to its attributes.

### 2.2 Multiple overlay

As with many legacy applications, the developers sometimes use alternate views of the same memory. The root cause of this descends from the persistence layer, in our case ISAM tables, where multiple record types are often hosted inside the same table for performance optimization reasons or just because it is permitted by the language. In the source code, this turns out to be similar to the union construct, provided by languages such as C and C++. Figure 4 shows an example. Variable a, with length 9, has been redefined twice. Once by two strings b and c. The other by three variables, d, e and f. The variable d is a byte, while

#### Figure 2. Simple containment with exact size match

```text
<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>b</td>
<td></td>
</tr>
<tr>
<td></td>
<td>c</td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>e</td>
<td>f</td>
</tr>
</tbody>
</table>
```

```text
#ifdef A
DCL a5 = 9 FIELD = M, a
DCL b5 = 5 FIELD = M, b
DCL c5 = 4 FIELD = M, c
DCL d#
DCL e#
DCL f# = 3
#endif
```

#### Figure 3. Simple containment

```text
public class A {
    Aa a = new Aa();
    class Aa {
        Ab b = new Ab();
        class Ab {
            byte d;
            @Field (size =3)
            String f;
        }
        @Field (size =4)
        String c;
    }
}
```

\(^1\)(ISAM, Indexed Sequential Access Method – a data file format common in legacy systems)
the variable \( f \) is a short. The variable \( e \) is a three element array of strings, where each element has a length of two. An assignment to the variable \( b \) will change the values of the variable \( d \) and the first two elements of the array \( e \).

![Figure 4. Union](image)

A special case of the union data structure is characterized by mutually exclusive overlays. In this case, one or more bytes of the structure form a discriminator, which identifies which overlay is intended to be used. One situation in which this variant is used is when reading or writing a table in which multiple record types are stored. Figure 5 shows an example of such a data structure. The two variants of the storage are the variables \( b_1, c \) and \( d \) on one hand, and the variables \( b_2, e, f \) and \( g \) on the other. The two data structures can be instantiated individually (either by defining only the macro \( A_1 \) or by defining only the macros \( A_2, A_2\_SKIP \)). In such cases the data structure has only one view active (i.e., it is not a union). Union instantiation is achieved by defining both \( A_1 \) and \( A_2 \), while leaving \( A_2\_SKIP \) undefined, so that the second group of declarations (on the right in Figure 5) overlays with the first one.

When a union is instantiated, the string variables \( b_1 \) and \( b_2 \) align (i.e., reference the same memory position) and comprise the discriminator of this record. One value, say the value "T", will indicate that the first variant is to be used, while another, say the value "D", will indicate that the other variant is valid. The BAL language does not enforce mutually exclusive access to the record variants. It is up to the developer to code the related logic appropriately, by making sure that every access according to one of the views defined for the given union is guarded by some instruction ensuring the discriminator holds the value corresponding to the view being used.

Unions have no obvious counterpart in Java. The idea behind unions is that an object is made accessible through multiple views. In Java, one way to express such multiple accessibility can be achieved by making the object implement multiple interfaces, each of which associated with one of the multiple views. In order to avoid replication of data, the union object may implement the copy-on-read/write protocol, which allows lazy creation and update of the alternative views available from the object.

Figure 6 shows the translation of the union in Figure 4. Class UnionAa implements the two interfaces associated with the two alternative views defined in Figure 4 for variable \( a \). The first view exposes the fields \( b, c \), and \( d \), hence the related interface (Aa1Int) has getter and setter methods for the corresponding class attributes \( b, c \), and \( d \). Similarly, the second interface will expose getters and setters for \( d, e, f \) (not shown in Figure 6 for space reasons). Since UnionAa implements both interfaces, it must expose getters and setters for all fields in all alternative views (i.e., \( b, c, d, e, f \)).

Lazy creation and update of the alternative views in a union is achieved by initializing the union fields for the variants to null. In Figure 6, inside class UnionAa both attributes \( a_1 \) and \( a_2 \) are initialized to null. When a setter or getter is invoked on the union object, a switchVariant operation is invoked if the current active variant of the union is different from the requested one. Then, the set or get operation can be delegated to the proper object (\( a_1 \) or \( a_2 \) in our example). The switchVariant operation has responsibility for creating the requested variant, if the related attribute has null value, and for copying the field values from any other non-null variant, in case it exists. The switchVariant operation ensures that at each point in time only one union variant has non-null value, so it must also take care of assigning null to the copied non-null variant, when it is there.

With reference to Figure 6, if setB is called and both \( a_1 \) and \( a_2 \) are null, the switchVariant method will create an Aa1 object and assign it to \( a_1 \). If setB is called and \( a_2 \) is non-null, switchVariant will copy all fields of \( a_2 \) into fields of \( a_1 \). Since fields may be not aligned and of different type, field copy from one variant to another one resorts to the serialization operations readFrom(Reader)
and `writeTo(Writer)` (not shown in Figure 6 for space reasons), to be used whenever a switch from one union variant to another one occurs.

```java
public class A {
    @Discriminator()
    public class A1 extends A {
        @Field(size=5)
        String f;
        String c;
        String b;
        public A1() {
            f = "M";
            c = "3";
            b = "5";
        }
        public A1(String f, String c, String b) {
            this.f = f;
            this.c = c;
            this.b = b;
        }
    }
    public class A2 extends A {
        @Field(size=5)
        byte e;
        short g;
        public A2() {
            System.out.println("e:");
            System.out.println("g:");
        }
    }
}
```

**Figure 7. Mutually exclusive overlays**

is a chance that none of the cases presented in this section applies, with the consequence that our reverse engineering technique fails and manual intervention is required. Manual intervention is also required when a known problem is recognized automatically, but we have no automated solution for it (e.g., missing container described below). The amount and cost of such manual interventions are assessed empirically in the next section.

### 3.1 Inversion

Figure 8 represents a common alternative way of expressing the same top level structure as shown in Figure 2 (w.r.t. variables `a`, `b`, and `c` only). In this example, the developer has first specified the sequence of fields in the structure before overlaying the fields with a single larger variable which is used to reference the fields as a whole. The overall layout in memory, however, remains the same.

```
| . . . | b   | . . . |
| . . . | a   | . . . |
```

**Figure 8. Inversion**

The case of a `FIELD=M` with inversion (Figure 8) is mapped to Java similarly to simple containment (see Figure 3), once the container has been recognized. The heuristics to recognize an inversion is the following: a `FIELD=M` instruction refers to a variable (e.g., `b`) smaller than the first following declaration (e.g., `a`). Then, the exact size match condition is verified assuming the redefinition (a) is the container and the redefines (b, c) are the record fields. If the sum of the sizes of the redefines is equal to the size of the candidate container (redefiner), an inversion is detected and mapped to the Java class described previously (see Figure 3).

### 3 Exceptions to the basic rules

In this section, we examine variable declarations in BAL that deviate from the basic cases described in the previous section. For each case, we describe how we manage to reverse engineer a structured representation of the data. Since cases have been discovered heuristically and do not cover the entire set of possibilities offered by BAL, there...
3.2 Missing container

Existence of a container for the entire record is neither enforced nor necessary in BAL. In fact, the first field of the record can be used as a reference to the beginning of the record and a FIELD=M instruction, followed by a list of declarations that exceeds the field size, can be used to access the full record. An example of this programming style is shown in Figure 9. This data structure is a union for which no container variable is defined. The two views available in this union (either a record with fields a, b, or a record with c, d), are accessed through the first record field (either a or c), even though its size is less than the entire record size. Access to the next fields (e.g., b) is easily achieved via FIELD=M,a followed by proper declarations (e.g., DCL aa$=5, DCL b$=4).

```
DCL a$ = 5
DCL b$ = 4
FIELD = M, a
DCL c$ = 2
DCL d$ = 7
```

Example code:

```
DCL a$ = 7
FIELD = M, a
DCL b$ = 5
DCL c$ = 4
FIELD = M, a
DCL d$ = 2
DCL e$ = 2
DCL f$ = 3
```

Figure 9. Missing container

Currently, we have no heuristics to manage this exception. The exact size match condition is clearly violated and no inversion can be detected. As a consequence, our tool reports a size mismatch error to be fixed manually. The manual fix consists of adding a surrounding container to the declarations shown in Figure 9, e.g., DCL aa$=9 before the declaration of a, which is turned into a redefinition of aa. Once the missing container has been added, mapping to Java of this example can be achieved along the lines described in the previous section for unions (see Figure 6).

3.3 Wrong container size

Sometimes, the container for the whole record may exist but it may have the wrong size. In fact, it is the programmer’s responsibility to indicate the size of all variables, including those that act merely as containers. If, during software maintenance, any field size changes, the change must be propagated to all container variables for the changed field. Such a propagation is manual in the source code, while it is tool-supported for the code generated automatically from ISAM tables. In both cases, the programmer is in charge of performing the size update. In most cases, while the compiler does not complain, if enough memory is allocated for the data structure, no run-time error ever shows up. So, from the point of view of BAL programming, it is acceptable. However, recognizing a single data structure with a container may become difficult in such a situation.

Figure 10 shows an example where the declared container size is 7 instead of 9. Apparently, half of variable c is declared inside the data structure, while half of it is part of the next free memory positions. This is the typical hint of a wrong container size. However, it may be hard to determine how many declarations following b should be attributed to the record a. Consistent declaration of fields for a total size not exceeding 9 in the alternative views of this union indicates that the correct container size is probably 9 in this example.

```
DCL a$ = 7
FIELD = M, a
DCL b$ = 5
DCL c$ = 4
FIELD = M, a
DCL d$ = 2
DCL e$ = 2
DCL f$ = 3
```

Figure 10. Wrong container size

The heuristics to recognize all cases of wrong container size are detailed in the next subsection. In the example in Figure 10, once we are able to recognize that the container size should be incremented, we can apply the same translation used for the basic case shown in Figure 4, resulting in a Java class similar to the one in Figure 6.

3.4 Other mismatching cases

Before producing the Java object model, we encode the reverse engineered data model in the form of square brackets surrounding all declarations in the scope of a given FIELD=M. Moreover, multiple FIELD=M referring to the same declarations are enclosed within square-angular brackets. Figure 11 shows the output of this reverse engineering step for the examples of BAL code in Figures 2 and 10.

The containment relationship represented by means of square brackets is computed by comparing the size of the original variable (i.e., a) with the sum of the sizes of the variables in its overlay (i.e., variables after FIELD=M,a).

The problem with producing the correct declaration bracketing is that the size of the different memory overlays often does not match. In particular these cases may occur:
Figure 11. Containment relationship

Case 1 Exact size match.

Case 2 Redefinition uses less memory than the original variable.

Case 3 Redefinition uses more memory than the original variable.

The first case represents the ideal situation, perfect match between a variable and its redefinitions. This is the case of variable $b$ and its redefinition as $d$, $e$ and $f$ in Figure 2. In this case we consider the redefinition finished when a variable is appended that makes the size of the content match the size of the container exactly.

In the second case, the sum of the size of variables within a redefinition is smaller than the original variable size. For instance, this would occur if $c$ had size 3 instead of 4 in Figure 2. Technically, this requires to explicitly close the redefinition (stopping condition):

Case 2.1 The redefinition is explicitly closed by a FIELD=M statement, that resets the memory pointer to the next free available position.

Case 2.2 Another redefinition of the same variable starts before the full size is reached.

Case 2.3 A redefinition of another variable starts before the full size is reached.

Case 2.4 Declarations in the code are not enough to fit the size because the end of the variable declaration section is reached.

Case 3 occurs when the redefinition does not reach exactly the size of the original variable (case 1) and the redefinition is not terminated explicitly (case 2). In this case the redefinition is considered closed when a variable is added that crosses the boundary of the enclosing variable.

Since we do not know whether this structure corresponds to the actual intent of the developers, an error is reported and a manual fix intervention is requested. We recognize this instance as an explicit intention of the developer when one of the following stopping conditions appears immediately after the last variable in the redefinition:

Case 3.1 The redefinition is followed by the FIELD=M statement that resets the memory pointer.

Case 3.2 The redefinition is followed by another redefinition of the same variable.

Case 3.3 The redefinition is followed by a redefinition of another variable.

Case 3.4 There are no other declarations in the code because the end of the variable declaration section is reached.

An example of Case 3 is shown in Figure 10, where the declaration of $c$ crosses the boundary of $a$. Since the declaration of $c$ is immediately followed by a stopping condition (case 3.2), bracketing of the redefinition of $a$ can be completed automatically, without requiring any user intervention. The declarations of $b$ and $c$ are put inside the square brackets for the FIELD=M,a instruction. For $d$, $e$ and $f$ in the example shown in Figure 10 the stopping condition that applies is number 3.4 (end of declaration section). The resulting bracketing is shown in Figure 11, right.

4 Experimental data

In this section, we first describe migration process and tools, as well as the system being migrated. Then, we report on some data that we collected when applying the proposed data model structuring techniques.

4.1 Migration process and tools

The legacy system contains two different kinds of data structures that deal respectively with persistent and transient data. Persistent data are stored on ISAM files, each containing one or more ISAM tables. The structure of most of the ISAM tables is described in a particular ISAM table (indeed, a meta-table) called the dictionary. This is a detailed description of the table meta-data, that includes not only type and size of table fields, but also supplementary information such as the fields used as discriminators as well as the discriminator values. Declarations for data coming from these ISAM tables are inside include-files that are periodically generated from the dictionary. When moving to Java, the dictionary must be translated as well, since its declarations have to be turned into class definitions that allow instantiating Java bean objects whenever a record is retrieved from the persistent storage.

A few remaining ISAM tables are described in developer maintained data structures, but not in the dictionary. All the other data structures contain transient data: they are used in the front-end interaction, they store intermediate results. The BAL code for transient data structure is manually maintained by the developers.
4.1.1 Dictionary

Considering the valuable information available in the dictionary, the analysis of persistent data structures is performed directly on it, instead of the generated include-files. The dictionary is converted by a pre-existing custom tool into an XMI representation that can be inspected with any XML library. We used XOM\(^2\) (an XML manipulation library for Java) to analyze the dictionary representation and to generate the Java classes to access ISAM tables. The same cases, described in the previous section, apply both to data structures found in the user code and data structures documented in the dictionary. Hence, the same bracketing algorithm was used, but the implementation of the algorithm for the dictionary is based on Java/XOM.

4.1.2 User code

Analysis of the user code is performed in three main steps:

- **Code normalization**, the code is normalized in order to make the subsequent analysis and transformation simpler;
- **Fact extraction**, a number of facts is extracted from the code and used in final step;
- **Data structure inference**, the containment relationship is identified and all the possible overlays are grouped together.

In the first step the code is normalized and code ambiguities are resolved. We use agile parsing [6], modifying grammar and language to distinguish between ambiguous cases. For example, in BAL the same syntax (i.e., brackets) is used for array access and for function invocation. In the code normalization step, we change the declarations and all uses of arrays so as to comply with the C/Java syntax (square brackets). Unique naming [7] is used to generate identifiers that are unique within the system, regardless of their scope. Unique naming is required because segments can have local variables and global named constants can be used as sizes in segment local variables. Moreover, in case of reused variable names, local names hide global names.

In the first step we also identify and mark the portions of code originated from the expansion of include-files that are generated from the dictionary. The data structures in these portions of code are not analyzed in step 3, since their analysis is carried out directly on the dictionary where they come from.

In the second step (fact extraction) the code is analyzed and information about it is stored in a data base. The most important facts produced in this phase deal with type and length of all variables and constants. In this step, the combination of information from multiple files into a single data base allows us to resolve external information. An example is when the length of a variable is given by a constant or macro from another file.

The third step is the application of a source level transformation that searches for each of the cases described in the previous sections and inserts appropriate brackets to indicate the full extent of the boundaries of field redefinitions. In this step, size information is used to understand when different fields overlay in memory. Redefinitions of the same field are grouped together and moved next to the field declaration (square-angular bracketing), so that unions are immediately recognizable.

All three analysis steps for the user code have been implemented using the Txl language [4].

4.2 The legacy system

The system that we are migrating is a production banking application which supports all functionalities necessary to operate a bank, including account management, financial products management, front-desk operations, communications to central bank and other authorities, inter-bank communications, statistics and report generation. The user interface is character-oriented and the overall architecture is client-server, with the client operating mostly as a character terminal. The execution environment is a proprietary platform called B2U.

<table>
<thead>
<tr>
<th>Lines of code (user code)</th>
<th>8,673,250</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lines of code (after expansion)</td>
<td>14,099,436</td>
</tr>
<tr>
<td>Number of source code files</td>
<td>2,701</td>
</tr>
<tr>
<td>Number of ISAM files</td>
<td>1,339</td>
</tr>
<tr>
<td>Number of ISAM tables</td>
<td>5,893</td>
</tr>
<tr>
<td>Number of unique ISAM tables</td>
<td>3,950</td>
</tr>
</tbody>
</table>

Table 1. Features of the system being migrated

Table 1 shows some indicators of the characteristics of the system being migrated. The application is quite large (around 8 MLOC). Since the BAL language admits preprocessor directives, the actual input to our analysis and transformation tools is the preprocessed (expanded) source code, with an approximate growth factor of 1.63. The persistent storage is also pretty large in terms of ISAM files and tables. For the latter, the correct number to consider is the number of unique ISAM tables. Some tables are just duplicates of other tables, having exactly the same structure. In such a case, only one table, representative of the entire equivalence class, is actually translated to Java.

\(^2\)http://www.xom.nu/
Table 2. Occurrences of structuring cases

<table>
<thead>
<tr>
<th>Case err</th>
<th>Case 3.4</th>
<th>Case 3.3</th>
<th>Case 3.2</th>
<th>Case 3.1</th>
<th>Case 2.4</th>
<th>Case 2.3</th>
<th>Case 2.2</th>
<th>Case 2.1</th>
<th>Case 2</th>
<th>Case 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>User code</td>
<td>5,286</td>
<td>0</td>
<td>0</td>
<td>1,771</td>
<td>0</td>
<td>0</td>
<td>1,312</td>
<td>0</td>
<td>27,100</td>
<td>425,988</td>
</tr>
<tr>
<td>Dictionary</td>
<td>45</td>
<td>0</td>
<td>0</td>
<td>18</td>
<td>36</td>
<td>11</td>
<td>18</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3. Generated Java code

<table>
<thead>
<tr>
<th>Case err</th>
<th>Case 3.4</th>
<th>Case 3.3</th>
<th>Case 3.2</th>
<th>Case 3.1</th>
<th>Case 2.4</th>
<th>Case 2.3</th>
<th>Case 2.2</th>
<th>Case 2.1</th>
<th>Case 2</th>
<th>Case 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classes</td>
<td>510,108</td>
<td>12,402</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Interfaces</td>
<td>148,621</td>
<td>753</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Unions</td>
<td>29,394</td>
<td>263</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
type system [12, 14]. For instance, type inference was applied to Cobol [18, 19] to determine subtypes of existing types and to check for type equivalence. Static analysis and model checking have been used on Cobol to determine when a scalar type should be better regarded as a record type [10] and to determine unions the variants of which are consistently accessed through discriminators [8, 9].

The work presented in this paper differs from the existing literature in that it deals with a starting data model permitting arbitrary overlays in memory. Our work represents the first step – reverse engineering a structured data model – toward an OO model of the data.

6 Conclusions and future work

We have presented an algorithm for the reverse engineering of a structured data model from a data model based on arbitrary memory layouts. Although described in the context of a real, ongoing migration project, the proposed approach is quite general and applies to a number of programming languages that support arbitrary data layout in memory. For example, it would be relatively easy to apply the same technique to the structured assembly language of mainframes, in migration projects targeting a language with a structured data model (e.g., Cobol). Often, portions of IT systems on mainframes are written in assembly, and we are aware of at least one major system written entirely in assembly.

Our future work will be focused on the remaining issues that affect the migration of the data model. In particular, one important improvement of the migrated data model can be achieved if union discriminators are recognized even when not explicitly documented in the dictionary. We are developing a technique for this problem, along the lines of the existing literature on this topic [8, 9].
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