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Forthcoming networked systems require mechanisms for on-the-fly reconfiguration in their protocol stacks to be able to operate in different situations and networks. Since every protocol in a protocol stack has at least one peer protocol in another system, dynamic reconfiguration of a protocol raises the need for reconfiguration in the peer stack. For an assured dynamic (run-time) reconfiguration, executions of two peer protocols are stopped in a safe state, new protocols are initialized, and stacks switch to the new protocols at the same time. This paper proposes a software framework for dynamic reconfiguration of two communicating protocol stacks. A distributed algorithm is implemented in the framework of two communicating stacks in order to present an assured and synchronous reconfiguration of protocols. For demonstration, we have implemented a prototype of the framework and the algorithm to reconfigure two communicating TCP components by their secure version.
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1. INTRODUCTION

Future communication and computation world, known as pervasive computing environment, includes wireless networks, networked systems and devices with heterogeneous standards and protocols for different contexts and situations [16]. Software Radio technology [3] offers dynamic reconfigurability for protocol stacks of such systems and devices in order to facilitate applications such as changing network of a device due to its mobility, changing routing algorithms of switches, changing security modules in protocol stacks, bug fixing, and customizing the protocol stack of a device for better performance.

There are some research activities for presenting dynamic protocol stacks. Most of them, such as [7, 10], suppose a running protocol stack as a stand-alone system (not in a network). To provide an assured reconfiguration, they have defined the safe state of a running component, as a state where the component has no data (application data) and is not in any interaction with the other components [5, 10]. A few approaches have considered peer stacks during protocol stack reconfigurations. In the Software Radio domain, related work such as [11] have mainly concentrated on device reconfigurations through a server (e.g., changing the air interface of a terminal through a network).

In this paper, the reconfiguration problem is defined as changing of two peer stacks at run-time synchronously. Unlike the related work, we reconfigure two peer stacks while they are communicating. Our idea is to keep enough information about protocols to per-
form synchronous and assured reconfigurations. For such a reconfiguration, we propose a software framework including an algorithm for reconfiguration management and control. Through the proposed framework each can request a synchronous reconfiguration with its peer while they are communicating. The framework guarantees smooth change of the old protocol of the stack to the new one.

The rest of this paper is organized as follows. Section 2 describes backgrounds about protocol execution and reconfiguration assurance in protocol stacks. In section 3, we explain the proposed framework for dynamic-reconfigurable architecture for protocol stack (DRAPS). The main design issues of DRAPS including mechanisms for assurance and also the reconfiguration algorithm are presented in section 4. In section 5, we describe implementation and evaluation of the framework. In section 6, we discuss related work and section 7 concludes the paper.

2. BACKGROUND

2.1 Protocol Execution

We consider a simple model for describing the reconfiguration problem in communicating protocol stacks. In each layer of the stacks, one component, which we refer to as protocol component, implements functionality of its corresponding protocol. The protocol components interact with each other by exchanging protocol messages.

State of a protocol component describes all useful information about the protocol in a point of execution. Such information includes values of all variables and contents of all input/output buffers, related to the component.

Execution of a protocol component is started from an initial state. Sending or receiving protocol messages changes the execution state of the protocol component. Execution proceeds in the states until reaching a final state, which indicates the completion of the execution. During the execution, two peer components exchange protocol messages and data in some compatible states. Two states from two components are compatible if all inputs and outputs of the components on those states “match” each other. We have formally specified two compatible states in [13].

For simplicity, we split the state of a protocol component into macro-state and micro-state. Macro-state describes the states of the protocol’s finite state machine. Examples of macro-states in the TCP protocol are CLOSED and ESTABLISHED. Micro-state describes the state of the protocol at run-time, to maintain information for operations like reliability, error handling, and congestion control. We use macro-states of components in the specification level and micro-states at the execution level.

2.2 Reconfigurations in Protocol Stacks

In two communicating protocol stacks, dynamic reconfiguration in a component may lead to a corresponding reconfiguration in its peer component. In this point of view, we can categorize protocol stack reconfigurations into two types; single reconfiguration and distributed reconfiguration. Fig. 1 depicts a scenario for single reconfigurations and a scenario for distributed reconfigurations. As depicted, in single reconfiguration (part
Fig. 1 (a) depicts a situation that in one of the stacks (e.g., Stack1), a protocol changes into another variation that is supported by the peer protocol component (in Stack2). According to the figure, the old protocol component, \( P_1 \), is replaced by a new component \( P_3 \) that can safely interoperate with the old peer component, \( P_2 \), in the peer stack. In this case, the new component, \( P_3 \), is backward-compatible with the old one. Therefore, the reconfiguration can be carried out in the changing stack without interrupting the peer stack.

Fig. 1 (b) depicts a scenario that two peer components in two stacks synchronously change into another protocol. For two communicating TCP/IP protocol stacks, changing TCP protocol of two stacks into SCTP protocol [18] can be an example of this type.

2.3 Reconfiguration Assurance

One of the important reasons for the lack of practical use of reconfigurable component-based systems is dealing with assurance of reconfiguration [19]. Intuitively, a dynamic reconfiguration that changes a running component into a new one is assured if after the changing phase, the new component can be executed just as if it has been executed from its initial state. This notion is stated by Gupta in [4]. Based on this notion, if the new component starts re-execution from a reachable state\(^1\), then the reconfiguration would be assured. Based on [4], to have a reachable state, the running component should be frozen in a safe state, and the new component should resume the execution from an initialized state.

Considering two communicating components as a distributed component, its state is the global state of the two components. Based on Gupta’s notion for the assurance, the reconfiguration of two communicating components is assured if after the reconfiguration, the execution resumes from a reachable global state. We explain requirements for such a global state in following:

**Safe state** A safe state for a reconfiguration has been defined as a state that has no interaction with the other components [5, 10]. However, for two communicating stacks, the global state should be safe. Accordingly, two communicating components should be frozen in a safe global state, and two new components should resume the execution from a reachable global state.

---

\(^1\) State \( s \) in component \( C \) is said reachable, if and only if an execution of component \( C \) starting from an initial state can reach \( s \) at some time for some inputs.
State initialization Execution of the new component may be resumed from a non-initial state, which we refer to as the restarting state. In reconfiguration of two peer components, the restarting states of both peers should be initialized. An important point in the state initialization is the possible dependency of the states of two peers to each other. For example, a UDP sender component should know the port number of the peer UDP receiver. As a result, for the state initialization, firstly, it is necessary to find the restarting state in the new component; secondly, the restarting state should be initialized to resume the execution; and thirdly, some parts of the state of the new component may require to be initialized based on its peer component.

3. DRAPS OVERVIEW

DRAPS (Dynamic-Reconfigurable Architecture for Protocol Stack) is an extendable framework that presents assured and synchronous dynamic reconfiguration for two communicating protocol stacks.

Fig. 2. Architecture of DRAPS including core framework and plug-ins.

Architectural components of DRAPS are shown in Fig. 2. As shown, DRAPS is built out from a core framework and some plug-in components. The core framework is responsible to perform assured and synchronous dynamic reconfigurations and consists of three components, namely, Reconfiguration Management and Control (RMC), Protocol Knowledge Base (PKB), and Execution Environment (EE). RMC provides mechanisms for assurance and synchronization of two peer stacks. PKB is a knowledge base component, responsible for initializing protocols specifically when they are resumed from non-initial states. EE is a component for installation and execution of components. Plug-in components in DRAPS present extensibility for the framework by providing supplementary requirements of dynamic reconfigurations. DRAPS frameworks in two peer stacks cooperate with each other in order to reconfigure two peer components synchronously. A distributed reconfiguration algorithm is executed by RMCs in the frameworks. The algorithm has some messages which are exchanged between two RMCs.

---

2 An implemented prototype of the framework is available at http://mehr.sharif.edu/~niamanesh/RG.htm.
3 The initial versions of DRAPS have been published in [12] and [14].
4. DRAPS DESIGN

4.1 Reconfiguration Support for Protocol Components

Protocol components in DRAPS should provide some extra functionalities to support dynamic reconfiguration. For this purpose, DRAPS presents an implementation-level component model for reconfigurable protocols. Every protocol component should implement the `ReconfigurableComponent` interface. As shown in Fig. 3, `saveState()` and `restoreState()` methods are used for state transfer. The `start()` and `stop()` methods are used to start and stop execution of the component. The `semiFreeze()` method helps the component to start reporting its state to the framework.

```plaintext
public interface ReconfigurableComponent {
    void saveState(String path);
    void restoreState(String path);
    void start();
    void stop();
    void semiFreeze();
}
```

Fig. 3. DRAPS component model.

4.2 Protocol Wrappers

A wrapper is a component that implements the interface of a service. It is used to provide an indirect communication between two components in order to present a transparent run-time reconfiguration. Every reconfigurable component in DRAPS should have one wrapper to handle requests from the component. For example, a TCP wrapper that implements TCP interface, can manage the application’s requests from the TCP component.

4.3 DRAPS Plug-in Components

Based on the common supplementary requirements for a dynamic reconfigurable software system, we have identified some types of plug-in components for DRAPS. `Request Initiator` is a component type to detect the need for reconfiguration initiation. `Component Provider` is another type of DRAPS plug-in, which provides required components in a dynamic reconfiguration. Other types of plug-in components can be defined either.

4.4 Protocol Knowledge Base

As stated in section 2.3, assured reconfiguration for two communicating components necessitates to freeze the components in a safe global state and to initialize new components completely. Our idea to achieve this goal is to keep enough information about reconfigurable protocols in the framework. The Protocol Knowledge Base (PKB) component provides all required knowledge for this purpose. It initializes the restarting state (the non-initial state in which the component should resume the execution) in the
new component and finds a safe global state for freezing. Specifically, it contains three types of knowledge, namely, peer-compatible protocols, role-compatible protocols, and protocol state information. In following, we explain in detail.

4.4.1 Peer-compatible protocols

Synchronous reconfiguration requires commitment of two peer stacks on both change and freeze state. Commitment on the change causes two peers change into compatible protocols. For example, when a peer changes into TCP protocol, the other peer can not choose UDP protocol for its transport layer. Accordingly, PKB contains all pairs of compatible protocols (peer-compatible protocols). Commitment on the freeze state necessitates two peers to start the reconfiguration in a safe global state. For this purpose, the PKB component keeps all compatible macro-states for each pair of peer-compatible protocols. For example, when a TCP sender component is in the ESTABLISHED state, its peer component, which is a TCP receiver, can not be in the CLOSED state.

4.4.2 Role-compatible protocols

In a reconfiguration of an existing component into a new component, the new one should play the same role as the old one. For example, we may reconfigure TCP into SCTP or UDP, but it is not possible to reconfigure TCP into IP. In fact, the role of TCP and IP differs completely. Two protocols that can be reconfigured to each other are called role-compatible protocols.

For each pair of role-compatible protocols, PKB contains a state mapping function that maps corresponding macro-states of the two protocols. This helps RMC in reconfiguration as follows; when a protocol stops in a state (freeze state), through the state mapping functions RMC finds a corresponding state (restarting state), to resume the execution. For this reason, the two protocols should be role-compatible and their mapping functions should be defined in PKB.

4.4.3 Protocol state information

We present a model for state representation of protocol components by introducing protocol control block (PCB) that contains state information. This information includes addressing parameters, buffers (sent, received, un-acknowledged, etc.), protocol segment variables, counters, timers, send variables, receive variables, and the other required parameters. Protocol programmers should implement one PCB data structure for each protocol component in DRAPS. Moreover, for protocols in one category (a protocol and its extensions), we define basic PCB (BPCB) as an abstract PCB for the base protocol specified in standards and RFCs. For example, Fig. 4 shows the parameters for BPCB in original TCP protocol (RFC793). PKB contains a set of PCBs’ and BPCBs’ parameters and formats for different protocols.

DRAPS provides PCB handlers to set values of PCB parameters. They are also used to set values of remote PCB in peer systems. In this case, we call them remote PCB handlers. As an example of the application of remote PCB handlers, consider a reconfiguration in UDP protocol. In UDP protocol, the UDP sender should know the port number of the UDP receiver; therefore, the receiver should send its port number to the sender.
### Variables (V)

**A. Addressing Variables**
- SRC: source port
- DST: destination port

**B. Segment Variables**
- SEG.SEQ: segment sequence number
- SEG.ACK: segment acknowledgement number
- SEG.LEN: segment length
- SEG.WND: segment window (Receiver Advertised Window)
- SEG.CTL: control bits (ACK, RST, SYN, FIN)

**C. Send Sequence Variables**
- SND.UNA: send unacknowledged
- SND.NXT: send next
- SND.WND: receive window
- ISS: initial send sequence number

**D. Receive Sequence Variables**
- RCV.NXT: receive next
- RCV.WND: receive window
- IRS: initial receive sequence number

**E. Timers**
- REXMT: Retransmission Timer
- TIMEWAIT: Time-wait Timer
- USERTIME: User Timer

**F. Counters**
- dACK: duplicate ACK counter
- ExpBoff: exponential backoff counter

**G. Other**
- CurrState: Current State
- PreState: Previous State
- RTO: Retransmission Timer Out value
- RTT: Round Trip Time, used to calculate RTO
- SRTT: Smoothed RTT, used to calculate RTO
- CWND: Congestion window
- MSS: Maximum Segment Size
- SSthresh: Slow Start Threshold
- MSL: Maximum Segment Lifetime

**H. Buffers**
- SND.Buff: Send Buffer
- RCV.Buff: Receive Buffer
- OO.RCV.Buff: Out of Order Receive Buffer
- SND.UNAQ: Holds sent but unacknowledged segments
- UCallQ: Holds outstanding user calls
  - *(e.g., SEND, RECEIVE, CLOSE)*

---

In the state transfer, the old PCB is used to evaluate the same parameters in the new PCB. Then, the PCB handlers are used to complete the state transferring and finally the remote PCB handlers from the peer are applied.
4.4.4 TCP-SACK state initialization

We give an example for building a PCB. Consider TCP-SACK [9], selective acknowledgment extension for TCP, which uses two TCP options, namely, SACK-PERMIT and SACK. These options are added to the header part of TCP. The first is an enabling option, which may be sent in a SYN segment to indicate that the SACK option can be used once a connection is established. The second may be sent over an established connection, once permission has been given by SACK-permitted.

PCB for TCP-SACK can be built by adding two parameters, SACK-PERMIT and SACK, to TCP BPCB. For state initialization in TCP-SACK, the TCP PCB is copied into the TCP-SACK PCB and the SACK-PERMIT parameter in the PCB is set through a PCB handler. Since SACK parameter is calculated based on the received data, it is not necessary to be initialized.

4.5 Reconfiguration Management and Control

Reconfiguration Management and Control (RMC) component is responsible for reconfiguration management and control in DRAPS. It can receive reconfiguration command from different sources including system administrators, monitoring components in the system, or peer system RMCs.

The reconfiguration process is started upon receiving a reconfiguration command, which comprises of all necessary information to perform the reconfiguration. This information includes a map that describes the change, a state of running component for starting the reconfiguration, and some PCB handlers to evaluate the restarting state in the new component. The reconfiguration map includes a set of reconfiguration operations for changing, such as adding or removing the components. It is provided based on the peer-compatible protocols in the PKB or a reconfiguration administrator. The state for the reconfiguration can be either provided by the system administrator or can be determined through the PKB component.

For a synchronous reconfiguration of two communicating components, RMCs in two stacks interact with each other. They freeze the intended running components in a safe global state, install new components and initialize them for re-execution from the restarting states. RMC exploits the EE and PKB components for installation and initialization of new components, respectively.

4.5.1 Reconfiguration channel

An important point in dealing with dynamic reconfiguration in protocol stacks is that, the reconfiguration causes communication inside the stack become limited or even blocked. For synchronous reconfiguration of two peer stacks, this can lead to the problem in communication of their RMCs during a reconfiguration. To cope with this problem, some related work has been proposed a dedicated reconfiguration channel for dynamic reconfigurations [6]. In these approaches, every reconfigurable networked system should have a dedicated reconfiguration channel (protocol stack), besides a usual protocol stack. The reconfiguration channel is used to download new components and to communicate with the system during a reconfiguration.
In contrast, RMC component in DRAPS uses an existing protocol stack of the system for its communications with the peer RMC during a reconfiguration. Although this communication channel is blocked during the freeze period (due to a change in a protocol component in the stack), we provide such a distributed reconfiguration algorithm not requiring communication of peer RMCs in the blocked period. In this way, we do not need a dedicated channel for reconfigurations. This removes the cost of a dedicated reconfiguration channel for reconfiguration management and control.

4.5.2 Finding a safe global state

We define a safe reconfiguration point (SRP) as a point of execution of a protocol component where the component is at the beginning or at the end of the processing of an input packet. In other words, the states just after writing a packet into the output buffer or before reading a packet from the input buffer are SRPs. In such points, either no operation is started on the packet or all the operations are completed. This definition is consistent with the definitions in [5, 10], where all operations of the component in SRP should be completed. However, we do not restrict the component’s buffers to become free in SRP.

Generally, finding a SRP in an execution of a component is a reachability problem, which is undecidable as stated in [4]. To cope with this problem, we ask protocol developers to “mark” some SRPs in the source code of protocols. A good set of SRPs for a protocol is the set of its macro-states. Therefore, protocol developers are asked to put some pieces of code in the source code of protocol components to enable them to report macro-states during the execution if requested.

However, not every SRP in a component is a safe state in point of the peer component view. A state in a component is safe for the peer component if it is compatible with the peer’s current state. In other words, a global state \((s, r)\) for two communicating components is a safe global state if \(s\) and \(r\) are locally SRP and their mapped states, denoted as \(s'\) and \(r'\) respectively, are compatible with each other.

In order to freeze a component in a SRP, we introduce semi-freeze mode for executions of protocol components. An execution in semi-freeze mode is the same as an execution in normal mode except that in this mode the component also reports its state in all determined SRPs.

To find a safe global state for a reconfiguration, for each reported state, say \(s\), in semi-freeze mode, RMC checks whether its mapped state, e.g., \(s'\), has a compatible state in the peer component. If so, the pair of reported state and its compatible state in the peer component is the safe global state for the reconfiguration.

4.5.3 The reconfiguration algorithm

To simplify the problem of synchronous reconfiguration of two communicating peer components, we consider two assumptions:

* The communication channel between the two components is FIFO (First-In, First-Out), error-free, and with bounded communication delay.
* There is one reconfiguration at a time. No concurrent reconfigurations are initiated.
In order to explain the proposed distributed algorithm for reconfiguration of communicating peer components, suppose two communicating protocol stacks exchanging application data. The algorithm has three types of messages (START, RECON, and EoREC) for communication between two RMCs in peer stacks. The START message is a protocol specific command for reconfiguration initiation and the RECON (RECONfigure) message is used by that initiator RMC to indicate the committed reconfiguration. Each RMC sends the EoREC (End of REConfiguration) message to the peer RMC after finishing the reconfiguration.

The sequence diagram of the algorithm is depicted in Fig. 5. The algorithm is started upon receiving a START message by a RMC. The START message includes a set of all possible reconfigurations for the receiver stack, each of which is a triple, \((m_i, s_i, \delta_i)\), consisting of a map, a freeze state, and a list of PCB values, respectively. RMC prepares a corresponding START message containing all possible reconfigurations of the peer and sends it. Upon receiving START by the peer RMC, it starts this algorithm as well. After sending the START message to the peer, both RMCs wait for a response message.

The initiator RMC receives a START message as the response for the sent START. It prepares RECON messages including the committed reconfigurations and sends them to the peer and itself, correspondingly. The peer RMC receives a RECON message as the response. Upon receiving the RECON message, each RMC invokes semiFreeze() method of the currently running component to start its semi-freeze mode. In this mode, RMC monitors the component execution and freezes it by invoking its stop() method in a determined SRP. Then, the RMC uses saveState(), and restoreState() methods to transfer the state values in the old component’s PCB into the new component’s PCB in order to transfer the protocol state. After that, the new component is re-executed through its start() method. From now, the new component is available for its user components and the application layer can send data through the new protocol. Through the new stack, each RMC sends a EoREC message to its peer to indicate the reconfiguration completion. If
the peer component is not ready to receive packets, they will be kept in the output buffer of lower layer protocol in the peer stack. According to the algorithm, in the freeze period, RMC components do not require any communication with each other.

The START message for a reconfiguration synchronizes two peers in terms of the change map, state initialization, and freeze state. The initiator stack offers all possible reconfigurations for the peer through the START message and the peer sends back a set of all acceptable reconfigurations of the initiator based on the peer-compatibility check. Returning a START message with an empty reconfiguration map indicates that the peer refuses the proposed reconfiguration. The initiator stack selects one of the acceptable reconfigurations for itself and sends its compatible reconfiguration for the peer through the RECON message.

5. IMPLEMENTATION AND EVALUATION

In this section, we evaluate the proposed mechanisms for assurance and synchronization in dynamic reconfiguration. Java is chosen as the programming language due to its platform independence. To load and reconfigure protocol components at run-time, we use dynamic class loading. The configuration of the experimental environment includes a Centrino 1.5 GHz IBM personal computer with 256 MB memory. Linux (Debian 3.1 distribution) is used as the operating system.

We consider two peer stacks, Stack1 and Stack2, as two communicating protocol stacks (Fig. 6). Applications on the top of each stack exchange data with each other. Both applications use a light-version of TCP protocol, that we have implemented based on DRAPS component model, for the transport layer. Wrappers for TCP and IP layers have also been implemented. The IP layer is simulated using two Linux FIFOs, one for outgoing data and the other for incoming data.

At first, the application on Stack1 opens a connection via TCP and sends a file. Stack2 on the other side receives the packets and writes them down in a file. The overall transfer time is calculated as $t_1$. Moreover, the transfer time is calculated in presence of a reconfiguration during the transfer. After 60 percent of the file transfer, Stack1 receives a
reconfiguration command to replace the TCP component with a SecureTCP to be able to encode the sent packets. We suppose SecureTCP is the same as TCP except that it also has two different options for coding packets. Both TCP and SecureTCP components are implemented such that two SRPs, namely, ESTABLISHED and CLOSED are embedded in their source codes. The command asks RMC to reconfigure the running TCP component in the ESTABLISHED state into the SecureTCP component. RMC component in Stack1 composes a reconfiguration command including a map, replacement of TCP with SecureTCP, a compatible state in the peer, ESTABLISHED, and initialization parameters, a cryptography coding. The command is sent as a START message to the peer through the Stack1. The peer stack replies via a START message and confirms the freeze state, map, and cryptography coding.

After the reconfiguration, the file transfer is resumed and the overall transfer time is calculated as $t_2$. Reconfiguration time includes the time for installation, semi-freeze, and freeze. It is important to note that, the freeze period Freeze in Fig. 5 is the only time that the communication is blocked. Since we have not restricted the buffers to become empty for starting a reconfiguration, the overall state transfer time is depended on the amount of data in buffers. This condition implies great flexibility in finding SRPs, in comparison with others such as [1]. In order to find a SRP, in DRAPS, it is not necessary to wait for the buffers to become empty.

<table>
<thead>
<tr>
<th></th>
<th>Time (ms) 133</th>
<th>Time (ms) 91</th>
</tr>
</thead>
<tbody>
<tr>
<td>Install</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>PKB Operations</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Semi-Freeze</td>
<td>214</td>
<td>168.5</td>
</tr>
<tr>
<td>Freeze</td>
<td>71</td>
<td>43.5</td>
</tr>
<tr>
<td>Reconfiguration</td>
<td>370</td>
<td>307</td>
</tr>
<tr>
<td>Normal Transfer ($t_1$)</td>
<td>2189.25</td>
<td>1521</td>
</tr>
<tr>
<td>Rec. in Transfer ($t_2$)</td>
<td>2281.25</td>
<td>1617.75</td>
</tr>
<tr>
<td>Rec. Overhead</td>
<td>0.04</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table 1. The performance of replacing TCP.

Table 1 shows the performance of TCP reconfiguration according to the steps in our reconfiguration algorithm. Our experiments are based on two different buffer sizes in TCP; in the second column of the table, numbers are for the size of 133Kb and the third column are for 91Kb of buffer size. All numbers are averaged over a large number of iterations. Overhead of the dynamic reconfiguration can be calculated by $(1 - t_2/t_1)$ ratio, which is less than 5 percentage in our experiments. The default value for “send buffer” in TCP standard is 8Kb. By restricting the TCP “send buffer” to become empty for starting a reconfiguration, our experiments show that the average amount of freeze period is very low and less than 5 milliseconds. The amount of freeze period in our experiment is comparable with Java serialization and deserialization techniques for state transfer, which takes 179 milliseconds as stated in [7]. In the table, “PKB operations” is the time to compose appropriate START message through the PKB component. In our experiments, it takes up around 6 milliseconds. This time depends on the PKB structure.
6. RELATED WORK

Developing dynamic reconfigurable systems have been reported in literature, such as CONIC [8], ARGUS [2], and POLYLITH [5]. In the context of reconfigurable protocol stacks, related work are mainly focus on implementing frameworks to support reconfigurable protocol stacks. Ioana Sora et al. propose the “protocol building block” description and protocol selection algorithms in [17]. They use an algorithm to select building blocks in case that all specified features are provided.

The DiPS/CuPS framework [10] aims at the development of customizable system software. Authors mainly concentrate on a component model for protocol components. Reflection points of this framework, which performs packet switching within a protocol stack, can only support run-time reconfiguration. Safe states for reconfigurations are defined based on protocol transaction; that is, when the protocol execution is completed and buffers are empty the state is safe for a reconfiguration.

Dynamic Protocol Framework (DPF) [1] mainly concentrates on building an adaptive protocol stack by automatic discovery and selection of protocol components. It supports on-the-fly reconfiguration of the protocol stack and provides the synchronization mechanism to ensure the compatibility of protocol stacks on communication peers. In DPF safe states for reconfiguration and supporting mechanisms are not clearly defined. There is no mechanism for state transfer between the old protocol and the new one.

In [7], authors have proposed a framework that allows the programmer to create, to remove, and to replace protocol modules at run-time. The framework aims to preserve the module state as a data structure that manages the existing connections. To achieve these goals, a Java-based component framework is developed so that the programmers are able to implement their components under the proposed framework. This framework can dynamically reconfigure the components in a safe state and can help the components transfer their states. This framework does not support peer synchronization.

In the context of synchronous reconfiguration of communicating peers, in [15], authors propose an algorithm and a model for synchronous reconfiguration of peers. A replacement module is responsible for reconfiguration control and management. It provides indirect access to the changing module, like the wrappers in DRAPS. In this paper, the global update is performed when the protocol execution has been completed. Therefore, there is no need for finding global states and state transfer.

7. CONCLUDING REMARK

This paper proposed a framework for dynamic reconfigurations of protocol stack. Although dynamic reconfiguration is not new, our work is novel in that DRAPS is the first protocol stack framework that supports assured and synchronous dynamic reconfiguration for two communicating stacks. For such a reconfiguration, a distributed algorithm is implemented through two RMC components. The algorithm does not require any communication between two RMCs during the freeze period, in which the stack is blocked. It can change its underlying protocol stack layers without any problem in communication with the peer RMC. For validation, we have implemented a prototype of DRAPS framework. Test scenarios for assured and synchronous reconfigurations of TCP protocol in TCP/IP protocol stack are realized through the framework.
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