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We present a method for simultaneous dimension reduction, model fitting and metastability analysis
of high dimensional time series. The approach is based on the combination of hidden Markov models
(HMMs) with localized principal component analysis (PCA) and fitting of multidimensional stochas-
tic differential equations (SDE). We derive explicit estimators for PCA-SDE model parameters and
employ the Expectation Maximization algorithm for numerical optimization of HMM-PCA-SDE pa-
rameters. We demonstrate the performance of the method by application to historical temperature
data in Europe during 1976-2002. In a comparison with the standard SARMA (Seasonal Autore-
gressive Moving Average Model) technique for time series analysis the HMM-PCA-SDE-method
exhibits better numerical performance and efficiency, especially on high-dimensional data sets. We
also compare the results of both models w.r.t. errors of one–day temperature predictions.

Introduction

In the experimental sciences, recent years have seen a dramatic explosion in the amount and precision
of raw data that is available in the form of time series. Due to the development of computational and mea-
suring facilities in geo-sciences (e.g. reanalysis techniques in meteorology) large amounts of measured
and simulated information from all kinds of processes have been accumulated. All of these complex
processes share the following properties: (i) they are multi-dimensional, i.e. they can be completely
described and understood only from the observation or measurement of many of their characteristics
simultaneously, (ii) the dynamics of the system is typically non-linear and non-stationary, (iii) many
complex systems exhibit (hidden) phases or regimes which are persistent over long periods of time but
are not (asymptotically) stable [1]. These properties imply also a classification of data-based methods
for time series analysis in two major groups: dimension-reduction methods (aiming at identification of
essential dimensions) and model reduction methods (methods for the construction of reduced represen-
tations of the dynamics). Let us shortly review both of them in the following.

Dimension reduction methods are aiming at the general task of finding the few most important,
i.e., essential, degrees of freedom that can explain most of the observed processes and thus can help
to understand the underlying mechanisms. The problem of dimension reduction becomes crucial when
dealing with data-bases containing very large data-sets, e.g., libraries of climate data. Recent studies
show that even relatively simple linear dimension reduction strategies, such as principal component
analysis (PCA), often also referred to as empirical orthogonal function (EOF) technique [2, 3], allow
for a significant compression of the information. However, such linear techniques as PCA, if applied to nonlinear phenomena like transitions between the persistent states, can be misleading and produce difficulties in the interpretation [4]; moreover, PCA detects the directions of maximal statistical variance which sometimes may not be the information wanted.

These problems can be circumvented by statistical separation of directions in which the distribution of data is Gaussian from non-Gaussian directions. Such NGCA approaches (non-Gaussian component analysis) are based on the insight that in many complex systems modes with Gaussian distributions can be interpreted as "noise" while such with non-Gaussian distributions contain "signals" [5, 6]. However, all current versions of NGCA are global and rely on a stationarity assumption for the underlying process; they are not yet extended to incorporate hidden phases.

Another dimension reduction approach, optimally persistent patterns (OPP), aims at analyzing the temporal behavior of the system—in contrast to finding the spatial correlations and directions with maximal spatial variation as in PCA-analysis. That is, OPP performs the data–based separation of slow and fast degrees of freedom based on the behavior of the multidimensional autocorrelation-functions [7]. The main problem of the OPP-method is that it is very sensitive w.r.t. the length of the observed series and the upper bound of integration of the autocorrelation function, and has difficulties with systems switching between hidden chaotic regimes [8]. Therefore there is considerable interest in the question of how to localize global linear techniques [9].

One class of approaches to this question considers non–linear generalizations of global/linear approaches (PCA/NGCA/ICA). This has been tried for PCA and has led to a method called NLPCA [10] (non–linear PCA), but not yet for NGCA. However, the NLPCA strategy is numerically expensive and not very robust, thus resulting in restricted applicability [11].

Another possibility to extend linear dimension reduction techniques is contained in the theory of indexing of high dimensional data-bases, where the problem was partially solved by combining correlation analysis with clustering techniques [12, 13], or in the context of the so-called projected clustering methods [14]. But due to the fact that the proposed methods rely on geometrical clustering of possibly high dimensional data–spaces, the resulting algorithms rely on some geometrical framework [15] and scale polynomially w.r.t. the length of the time series.

Alternatively, due to additional information encapsulated in the time component, it is possible to employ machine-learning or statistical techniques which scale linearly w.r.t. the length of the time series: the literature provides statistical approaches to regime switching [16, 17] or Bayesian approaches like hidden Markov models (HMMs) [18, 19, 20]. Recently, two of the authors proposed a method for simultaneous dimension reduction and clustering of time series into persistent phases. The approach is based on the combination of the HMM with PCA but can be also extended to combine HMM and NGCA [21]. The problem of simultaneous dimension reduction and phase identification is solved by optimization of an appropriate log–likelihood functional via the Expectation-Maximization algorithm (EM) [22, 21, 20]. It has been demonstrated that the resulting HMM-PCA algorithm allows the reliable detection of essential dimensions simultaneously with phase identification, leading to “localized essential dimensions” in the sense that they are different for different phases [21].

Methods for model reduction / reduced dynamics aim at finding a dynamical system that approximately describes the observed process in a low dimensional state space (where low means that it is much smaller than the dimension of the data). For our purposes, we can distinguish at least three main classes of related approaches for data-based model reduction: (i) Box-Jenkins identification strategies, (ii) Bayesian models or neuronal networks, and (iii) approaches which are based on fitting of the data with a global dynamical system that at best is "physical"/“interpretable” and usually given in the form of coupled stochastic/deterministic differential equations.

The first group of methods, (i), originated in econometrics at the beginning of 1970s and is also known under the name (S)ARIMA (seasonal autoregressive integrable models with moving average) [23, 24, 25]. The main idea of these methods relies on fitting the observed data with a discrete time stochastic difference scheme. The Box-Jenkins approach is restricted to the analysis of stochastic processes that can be made stationary by some suitable transformation of the data. Under certain circumstances, this can be achieved, e.g., by differencing the time series or subtracting a periodic component and analysing...
the autocorrelation functions. This is a serious limitation because it implies a large degree of user involvement into the process and prohibits automation [26].

The second group, (ii), is based on dynamical Bayesian networks, such as HMMs or neuronal networks [18, 10]. These are set-oriented approaches, since they decompose the configuration space of the system into several sets, where the dynamics of the system in each of the sets is described by an independent data model. The overall dynamics of the process is then governed by a hidden process switching between those sets. The overall model for the observed process in this case consists of the linear combination of the local models for each of the hidden sets with some time-dependent weights \( \gamma_i(t) \) describing the probability for the hidden process to be in the hidden set \( i \) at time \( t \). All of the approaches from this group that we are aware of are designed only in the context of discrete stochastic systems (e.g., autoregressive moving average models (ARMA) in combination with hidden jump processes [16]) and do not allow a physical understanding of the system. Moreover, and efficient and robust implementation for high-dimensional systems with hidden phases is still lacking.

To the best of our knowledge, the first application of the HMM-approach to low-frequency atmospheric variability, [27], investigates a time series resulting from the barotropic quasi-geostrophic equations, an important model for the synoptic and planetary scale dynamics of the atmosphere in the middle latitudes. The authors applied the standard HMM-Gaussian approach to cluster the one-dimensional time series of the reduced variable exhibiting the longest correlation time. They point out the importance of the HMM technique and the construction of reduced stochastic models for extension of the predictability range of weather processes.

The third group of methods, (iii), attempts to fit a global mathematical model in the form of coupled stochastic/deterministic differential equations to observed data [28, 29]. Unfortunately, due to the “curse of dimensionality”, the available methods can deal with high-dimensional data only under very specific assumptions (e.g., thermodynamic equilibrium, covariances of correlation matrices assumed to be diagonal, etc.). One way of dealing with high-dimensionality is essentially based on the fitting of the “global” data model in a full dimensionality with some low-dimensional stochastic/deterministic system by minimizing the distance between the solutions of the full and reduced models w.r.t. some (linear) projector defining the degrees of freedom of the reduced model. In the context of reduced models given in the form of ODEs, this technique is known as principal interaction patterns (PIP) in the literature. It was used for analyses of many applied problems in climate research [30, 31, 32, 8].

In this paper we present a novel method for simultaneous dimension reduction, SDE model reduction, and clustering of the time series into metastable states. The approach is based on the combination of HMM–PCA [21] with multidimensional SDE parameter fitting [33, 34, 35]. The problem is approached numerically by the optimization of an appropriate log-likelihood functional by means of the Expectation Maximization algorithm (EM), [22]. The presented method is used to analyze historical near-surface air temperatures in Europe between 1976 and 2002. For the present demonstration purposes, we have analysed publicly available ERA40 data, [36], onto a 20x29 grid in space and generated daily air temperatures at 2 meters elevation at 12:00h GMT. One quality check for the resulting reduced model consists of a comparison of the temperature predictions resulting from HMM-PCA-SDE with the actual temperature dynamics. Based on this test, we also compare our method with the 580-dimensional SARMA model, [24], for the same data set.

1 Seasonal Autoregressive Moving Average Model (SARMA)

We assume that the measurements of the process are given as discrete time–dependent vector–function \( x_t : \mathbb{R}^1 \rightarrow \mathbb{R}^n \). The time step of this time series is the distance in time between two observations, it is assumed to be constant and we denote it by \( \tau \). In the context of seasonal auto-regressive models with moving average (\( SARMA(p,q) \)), the measurement \( x_t \) is modelled as

\[
\begin{align*}
x_t &= K(t) + y_t, \\
y_t &= \sum_{\tau=1}^{p} \alpha_{\tau} y_{t-\tau} + \sum_{\tau=0}^{q} \beta_{\tau} W_{t-\tau}
\end{align*}
\]

(1)
where \( K(t) : \mathbb{R}^1 \rightarrow \mathbb{R}^n \) is some deterministic periodic vector function, \( W_t \) is an n-dimensional vector of white noise, \( \alpha, \beta \) are \( \tau \)-dependent \( n \times n \) matrices and \( y_t \) is an n-dimensional stationary process of the type \( \text{ARMA}(p, q) \) \cite{37, 24}. The parameter \( p \), as it can be seen from the formula (1), describes the depth of a process memory wrt. a state of the system ("internal memory"), whereas \( q \) is a depth of the memory wrt. the realizations of the noise-process ("external memory"). For example, a Markov-chain can be understood as \( \text{ARMA}(1,0) \)-process.

In order to estimate the function \( K(t) \) one can for example Fourier-transform the data and filter out the Fourier components which exceed a certain threshold in the spectrum. The applicability of the FFT-technique is restricted to low dimensional cases, while for large \( n \) different dimensions of the measured signal \( x_t \) can be only treated separately making it difficult to find the high–dimensional periodic patterns in the data. After filtering out \( K(t) \), according to the standard Box-Jenkins procedure \cite{23}, the resulting signal \( y_t \) should be checked with respect to the stationarity assumption, i. e. the decay of the autocorrelation and partial autocorrelation functions should be visually controlled and the time series should be differentiated if necessary. This property seriously restricts the possibility of automatization, since the user is involved in all of the stages of the data–analysis \cite{26}. The problem gets even worse when dealing with high-dimensional data-sets because respective autocorrelation and partial autocorrelation functions also become multidimensional. Having estimated the order \( (p, q) \) of the model from the decay of both functions, one can estimate the parameter matrices \( (\alpha, \beta) \) either through the maximum likelihood method \cite{37} or equivalently through the solution of a system of matrix equations known as multidimensional Yule-Walker equations, \cite{24}. From the numerical point of view this last step becomes expensive with growing number of dimensions \( n \) since the Yule-Walker system of equations has \( n^2 \) unknowns. This implies in general \( O(n^6) \) operations for the solution of the system (in the case when the resulting matrix is sparse the number of operations scales as \( O \left( n^2 \log(n) \right) \)).

2 \ HMM-PCA-SDE

2.1 Model

For a given \( n \)-dimensional time series \( x_t \) of the length \( T \) we aim at simultaneous: (i) clustering into \( K \) metastable sets, (ii) identification of \( m << n \) essential dimensions for each of the metastable states (given in the form of local linear filters \( (\mu_i, \Sigma_i) \), where \( \mu_i \in \mathbb{R}^n \) and \( \Sigma_i \in \mathbb{R}^{n \times m} \), \( i = 1, \ldots, K \)), and (iii) fitting of \( K \) optimal \( m \)-dimensional SDE models for each of the metastable states describing the reduced dynamics of the system in essential degrees of freedom. We assume that the essential dynamics in the metastable state \( i \) can be parametrized with the help of the linear \( m \)-dimensional SDE of the form

\[
\dot{z}(t) = F_i (z(t) - \mu_i) + \Sigma_i W(t)
\]

where \( F_i, \Sigma_i \in \mathbb{R}^{m \times m}, \mu_i \in \mathbb{R}^m, i = 1, \ldots, K \) and \( z(t) = T_i^T (x_t - \mu_i). \) We choose this form of the SDE model because of two main reasons: (1) as shown in \cite{35}, for the SDE of this type it is possible to derive explicit formulas for estimating the parameters that are optimal for each individual time step \( \tau \), and (2) application of the HMM-framework to these equations allows to describe complex multidimensional multi-well structures without the exponential growth of the underlying model parameters ("curse of dimensionality") \cite{38}.

The formal solution to (2) on the time interval \([t, t + \tau]\) is given by

\[
z(t + \tau) = \mu_i + e^{\tau F_i} (z(t) - \mu_i) + \int_0^\tau e^{(\tau-s) F_i} \Sigma_i dW(s).
\]

Thus, the probability density \( \rho_\lambda(z_{k+1} | z_k) \) of observation of \( z_{k+1} \) at time \( k + 1 \) under the condition of observation of \( z_k \) at \( k \) is proportional to

\[
\exp \left[ -\frac{1}{2} z_{k+1}^T R_i^{-1} \tau \xi_k \right],
\]
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where
\[ \xi_k = z_{k+1} - \bar{\mu} - e^{\tau F_i}(z_k - \bar{\mu}) \]  
(4)
\[ R_i(\tau) = \int_0^\tau e^{sF_i} \Sigma_i \Sigma_i^T e^{sF_i^T} ds. \]  
(5)

The subscript \( \lambda \), which denotes the complete set of parameters defining the reduced dynamics of the observed system, will be defined in (9) below.

The integral in (5) can be solved by partial integration resulting in the following linear matrix equation
\[ R_i(\tau) F_i^T + F_i R_i(\tau) = e^{\tau F_i} \Sigma_i \Sigma_i^T e^{\tau F_i^T} - \Sigma_i \Sigma_i^T. \]  
(6)

Thus, we can express the joint conditional probability density of the observation of the time series \( (z_k) \) from our model by
\[ p(z|\lambda) = \prod_{k=1}^{T-1} \rho_k(z_{k+1}|z_k) = \prod_{k=1}^{T-1} \rho_0(\tau) \exp\left[ -\frac{1}{2} \xi_k^T R_{\lambda}^{-1}(\tau) \xi_k \right] \]  
(7)
\[ \rho_0(\tau) = \frac{(2\pi)^{-n/2}}{\sqrt{\det(R_i(\tau))}}. \]  
(8)

As it can be seen from (7), for fixed \( \tau \), given observation sequence \( x_t \) and projector parameters \( (\mu_i, T_i) \) it is sufficient to define \( ((\bar{\mu}_i,\exp\tau F_i,R_i(\tau)) \) in order to do a maximization of (7) for a given observation sequence \( z_k \). Finding the optimal values of this objects allows to calculate the parameters of (2). So the complete set of parameters describing the reduced dynamics of the observed system in the metastable set \( i \) is
\[ \lambda_i = (\bar{\mu}_i,\exp\tau F_i,R_i(\tau),T_i,\mu_i). \]  
(9)

### 2.2 Likelihood function

In order to solve the problems (i)-(iii) simultaneously, we combine the results of [33, 34] and [21] and construct a likelihood function as a linear combination of two functionals
\[ L = \beta L_{\text{HMM-SDE}} - \alpha L_{\text{HMM-PCA}}. \]  
(10)

where \( L_{\text{HMM-PCA}} \) and \( L_{\text{HMM-SDE}} \) are the functionals for dimension-reduction and SDE model-reduction, respectively, and the scalar parameters \( (\alpha, \beta) \) are the corresponding user-defined weights of both functionals. \( L_{\text{HMM-PCA}} \) is the least-squares residuum-functional describing the distance from the original \( n \)-dimensional data–set to the reduced \( m \)-dimensional linear manifold
\[ L_{\text{HMM-PCA}}(x_t, T_i, \mu_i) = \sum_{k=1}^{K} \sum_{t=1}^{T} \gamma_t(i) \left\| (x_t - \mu_i) - T_i^T (x_t - \mu_i) \right\|_2^2. \]  
(11)

Here \( \gamma_t(i) \) is the probability for the system to be in the metastable state \( i \) at time \( t \). The functional \( L_{\text{HMM-PCA}} \) depends on the projector matrices \( T_i \) and center vectors \( \mu_i \in \mathbb{R}^n \). Moreover, the projectors \( T_i \) are subjected to the orthogonality condition:
\[ T_i^T T_i = I_d^{m \times m}, \]  
(12)

The functional (11) can be equivalently written as
\[ L_{\text{HMM-PCA}} = \sum_{k=1}^{K} \sum_{t=1}^{T} \gamma_t(i) \left( (x_t - \mu_i)^T (x_t - \mu_i) \right) - \text{tr} \left[ T_i^T (x_t - \mu_i) (x_t - \mu_i)^T T_i \right] + \sum_{k=1}^{K} \beta_i (1 - \gamma_t(i)) \left[ (x_t - \mu_i)^T (x_t - \mu_i) \right] \]  
(13)
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There is no known way to analytically determine the model parameters that globally maximize the observation probability of the time series \( x_t \), and that the error of the dimension reduction in \( L^2 \)-norm is bounded by the actual value of the functional. This allows to control the quality of dimension reduction since the reduced dimensionality \( m \) can be chosen such that the corresponding value \( L_{\text{HMM-PCA}} \) is less then a predefined threshold.

The \( L_{\text{HMM-PCA}} \) is the corresponding log-likelihood SDE-functional. It is the logarithm of the probability of the observed data sequence (7) conditioned on the parameters \( \lambda_i = (\mu_i, \exp \tau F_i, R_i, T_i, \mu_i) \) of the SDE

\[
L_{\text{HMM-SDE}} = a - \frac{1}{2} \sum_{k=1}^{T-1} \gamma_{l}(i) \log \det R_i(\tau) - \frac{1}{2} \sum_{k=1}^{T-1} \gamma_{l}(i) \left( z_{k+1} - \bar{\mu}_i - e^{\tau F_i} (z_k - \bar{\mu}_i) \right)^T R_i^{-1}(\tau) \left( z_{k+1} - \bar{\mu}_i - e^{\tau F_i} (z_k - \bar{\mu}_i) \right) + \sum_{k=1}^{T-1} \gamma_{l}(i) \Lambda^e_2(k) (z_k - T_i^T (x_k - \mu_k))
\]

where \( a \) is some constant and \( \Lambda^e_2(k) \in \mathbb{R}^m \) is the vector of Lagrange multipliers.

Putting (13) and (14) together into (10) we can start fitting the parameters by maximizing the resulting functional with the help of the maximum likelihood principle applied to the functional \( L(\lambda, x_t) \), i.e., we consider the observation sequence \( x_t \) as being given and ask for the variation of the probability in terms of the parameters and the hidden sequence of metastable sets \( X_t \). Since the maximum of (7) coincides with the maximum of its logarithm (14), the maximum likelihood principle then simply states, that the optimal parameters maximize the observation probability of the time series \( x_t \) and are given by the absolute maximum of \( L \).

In order to apply the EM-framework to maximization of (10), we first have to make an assumption that the hidden process switching between the metastable states is Markovian, i.e., the probability of the state change depends on the current state only. This assumption is connected to the characteristic timescale at which the memory kernel of the system is decaying, is satisfied for a wide class of applications and allows to use the standard Expectation-Maximization algorithm [39], often also called the Baum-Welch algorithm [40, 19] for the maximization. The Expectation-Maximization (EM) algorithm is a maximum likelihood approach that improves iteratively an initial parameter set, and converges to a local maximum of the likelihood functional (10). Its two steps, the E- and M-steps, are iteratively repeated until the improvement of the likelihood becomes smaller than a given limit. In all other details the EM algorithm used herein follows standard procedures.

To apply the EM algorithm to a given observation sequence, we have to set up a HMM by assuming a finite number \( K \) of hidden states and initial values for all remaining parameters.

**EM steps.** There is no known way to analytically determine the model parameters that globally maximize the probability of the given observation sequence. We can, however, estimate \( \lambda \) such that it locally maximizes the conditional probability to observe a certain sequence \( x_t \), where the conditional probability function is interpreted as \( P(x_t \mid \lambda) = \exp L(\lambda) \). Since

\[
P(x_t \mid \lambda) = \exp (\beta L_{\text{HMM-SDE}}) \exp (-\alpha L_{\text{HMM-PCA}})
\]

with the observation probability \( p(z_t \mid \lambda) \) as defined in (7). In order to be able to interpret the function \( P \) as the probability we have to impose \( \alpha + \beta \leq 0 \). Since, given the orthogonality constraint in (12), we have \( 0 \leq L_{\text{HMM-PCA}} \), the expression \( \exp (-L_{\text{HMM-PCA}}) \) can also be interpreted as a probability density. This also implies the probabilistic understanding of the exponent of the functional (10). We employ the
EM algorithm to maximize both likelihood and log-likelihood functions simultaneously. Starting with some initial model $\lambda_0$, we iteratively refine the model within two steps:

- The Expectation-step: In this step the state occupation probability $\gamma_t(i) = P(X_t = i \mid x_t, \lambda)$, and the transition probability $\xi_t(i, j) = P(X_t = i, X_{t+1} = j \mid x_t, \lambda)$, are calculated for each time $t$ in the sequence, given the observation $x_t$ and the current model $\lambda$. The calculation of these variables can be done in a standard HMM way \[35\].

- The Maximization-step: This step finds a new model $\hat{\lambda}$ via a set of reestimation formulas. The maximization guarantees that the likelihood does not decrease in each single iteration.

In order to apply the EM-algorithm, we need to reestimate parameters $\lambda_i$ describing the local SDE models and essential dimensions via their maximum likelihood estimator. Hereby, the observations $x_t$ have to be weighted with the probability $\gamma_t(i)$ to be in the hidden state $i$. In order to calculate this reestimation formulas we fix the sequence $X_t$ of the hidden states (this means also keeping the sequence of $\gamma_t(i)$ fixed) and calculate the derivatives of the functional (10) wrt. the parameters $\lambda_i$. Setting all of the partial derivatives to zero for some fixed reduced dimensionality $m$ we get a coupled system of nonlinear algebraic equations for the parameters which can be solved numerically with the Newton–method \[41\]. However, the numerical effort of the Newton-method in this case will scale as $O(n^6m^6)$ resulting in long computation times for a large number of dimensions. For high-dimensional data, instead of the optimization of (10), we suggest first to optimize the functional (13) (since it is independent of the SDE–parameters and it is possible to calculate the explicit optimum of this functional and to get the explicit expressions for $\mu_i$ and $T_i$, for details see \[21\]) and then to use the derived expressions for the optimal projector parameters in an optimization of (14) \[35\] which gives the following explicit estimators of parameter $\lambda_i$

$$\mu_i = \frac{1}{\sum_{t=1}^{T} \gamma_t(i)} \sum_{t=1}^{T} \gamma_t(i) x_t, \quad (16)$$

$$C_i = \sum_{t=1}^{T} \gamma_t(i) (x_t - \mu_i)(x_t - \mu_i)^T, \quad (17)$$

$$C_i T_i = T_m \max_m (\text{spec}(C_i)), \quad (18)$$

$$z(t) = T_i^T (x_t - \mu_i), \quad (19)$$

$$e^{\xi F_i} = \text{Cor}_i \text{Cov}_i^{-1}, \quad (20)$$

$$\bar{\mu}_i = \bar{\xi} - (\text{Id} - e^{\xi F_i})^{-1} \delta_i, \quad (21)$$

$$R_i = \frac{1}{\sum_{t=1}^{T} \gamma_t(i)} \sum_{t=1}^{T-1} \gamma_t(i) d_t d_t^T, \quad (22)$$

where $\max_m (\text{spec}(C_i))$ denotes $m$ dominant eigenvalues of the covariance matrix $C_i$ and

$$\bar{\xi}_i = \frac{1}{\sum_{t=1}^{T} \gamma_t(i)} \sum_{t=1}^{T} \gamma_t(i) z_t, \quad (23)$$

$$d_t = z_{t+1} - \bar{\mu}_i - e^{\xi F_i} (z_t - \bar{\mu}_i), \quad (24)$$

$$\text{Cor}_i = \frac{1}{\sum_{t=1}^{T} \gamma_t(i)} \sum_{t=1}^{T-1} \gamma_t(i) (z_{t+1} - \bar{\xi}_i)(z_t - \bar{\xi}_i)^T, \quad (25)$$

$$\text{Cov}_i = \frac{1}{\sum_{t=1}^{T} \gamma_t(i)} \sum_{t=1}^{T-1} \gamma_t(i) (z_t - \bar{\xi}_i)(z_t - \bar{\xi}_i)^T, \quad (26)$$

$$\delta_i = \frac{\sum_{t=1}^{T-1} \gamma_t(i) z_t}{\sum_{t=1}^{T} \gamma_t(i)} \quad (27)$$
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As we can see, for a fixed sequence of hidden states $X_t$ and a given observation sequence $x_t$, expressions (16-22) straightforwardly provide the unique explicit estimators for unknown parameter set $\lambda$. Note that these estimators are independent from the parameters $\alpha$ and $\beta$ (15) which represent the weights of the dimension reduction and model reduction functionals in the optimization of $L$. Moreover, from (15) it becomes clear that both of these parameters build a constant exponential factor in front of the observation probability and hence are not influencing the optimization procedure wrt. $\lambda$ and $\gamma_t$. If wanted, we can use the so-defined estimators as initial values of the Newton method for determining the optimal parameter $\lambda$.

The E- and M-steps are iteratively repeated until a predetermined maximal number of iterations is reached or the improvement of the likelihood becomes smaller than a given limit. The entire EM algorithm has the nice property that the likelihood function is non-decreasing in each step, i.e., we iteratively approximate local maxima. As for the scaling of numerical effort, the HMM-PCA-SDE method is linear in the length of the observation series $x_t$, quadratic in the number of hidden Markov states (essentially since the transition matrix elements of the hidden Markov chain should be estimated), has order $O(n)$ in the dimensionality of $x_t$ (since $m$ dominant eigenvectors in $n$ dimensions can be computed with a Lanczos method) and cubic in the reduced dimensionality $m$ (since the Cov$_i$ matrix in (20) has to be inverted and the log of $e^{\hat{F}_i}$ has to be computed, if this matrix can be assumed to be sparse the corresponding number of iterations should be $O(m \log(m))$). Compared to SARMA where the number of operations needed for the solution of the Yule-Walker system is proportional to $n^6$ in the general case, the HMM-PCA-SDE-approach is applicable to systems with much higher dimensionality, even in the case of no dimension reduction (i.e. $m = n$). This feature is demonstrated in the next section where both of the methods are used for analysis of the same multidimensional data-set.

Fig. 1  Spatial grid where the temperature data are available. Each of the temperatures at each of the 580 grid points was given in a form of the time series over 9736 days between 1976 and 2002.

3 Analysis of historical temperatures over Europe between 1976 and 2002.

In order to demonstrate the performance of the presented HMM-SDE-PCA-method we take for $x_t$ daily mean values of the 2 m surface air temperature from the ERA 40 reanalysis data [36]. We consider a region with the coordinates: 27.0 W – 45.5 E and 33.0 N – 73.5 N (see Fig. 1), which includes Europe and a part of the Eastern North Atlantic. The original spatial resolution of the data was reduced to approximately 2.0’ x 2.5’ latitude and longitude by spacial averaging. Thus we have temperature values on a grid of 20 x 29 points. The time record is from 1976 till 2002 and it includes 9736 daily values from 12:00h GMT observations.

Before we apply the HMM-PCA-SDE setting to the data we first check whether they can be described by the SDE-model with additive noise. The form of the likelihood function (7) indicates that
Fig. 2 Distribution of the temperature increments after the subtraction of the deterministic part of the dynamics defined by $x_t = F_i(x_t - \mu_i)$. Here is shown the projection of the resulting distribution on two dominant EOFs describing $> 90\%$ of the dynamics. Standard statistical tests (like $\chi^2$–test, Kolmogorov–Smirnov–test and Shapiro–Wilks–test) for the probability of error of type I $\alpha = 0.05$ show that the resulting distribution is quite close to a Gaussian and indicate that a data-model with additive noise is reasonable.

Fig. 3 Spectrum of the transition matrix of the HMM-PCA-SDE hidden Markov chain indicates the presence of 4 hidden metastable states.

after substraction of the deterministic trend the distribution of increments of the SDE-dynamics (2) should be Gaussian. The two–dimensional histogram of the projection of this distribution on two dominant EOFs is shown in Fig. 2. Qualitatively, the distribution in two dominant local EOFs is very much reminiscent of a Gaussian. This hypothesis is quantitatively verified by applying some standard statistical tests (like $\chi^2$–test, Kolmogorov–Smirnov–test and Shapiro–Wilks–test). Application of these tests to marginal statistical distributions of the reduced trend–free dynamics in 20 dimensions affirms the Gaussian hypothesis (for the probability of error of type I being $\alpha = 0.05$). This feature indicates the data-model with additive noise [37] and so far validates the application of the HMM-PCA-SDE model with SDE-part (2).

Application of the HMM–PCA–SDE method for $m = 20$ (describing the 99.2% of the data variance) with 7 hidden states to the time series indicates the presence of four metastable states (see the gap in the spectrum of the resulting transfer operator in Fig. 3). Application of the HMM–PCA–SDE–approach in the case of 4 hidden states and reduced dimension $m = 20$ results in the hidden probability functions $\gamma_i(t)$ shown in Fig. 4. The function $\gamma(t)$ describes the temporal dynamics of probabilities for the observed
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temperature data to be described by each of the four local weather models (“winter”, “spring”, “summer” and “autumn”). This function can be understood as optimal low-dimensional coarse-grained description of the full dynamics in many dimensions and can be further analyzed itself with standard techniques of time series analysis (like Fourier– or ARMA–analysis). Notice that the individual probabilities for the hidden Markov states representing the four seasons exhibit sharp transitions, and that they are practically zero everywhere outside the season they are supposed to represent. This indicates that the identification of the states is unambiguous. This is remarkable, in particular, for spring and autumn, as one could intuitively guess that they are more of a superposition of “winter” and “summer” with a little bit of an individual ingredient added. In contrast, we find clear distinctions between all four seasons in the data.

Fig. 4 Part of the identified \( \gamma_i(t) \) function describing the probability of the hidden weather process to be in the state \( i \) at time \( t \). At each moment \( t \) all of these 4 probabilities sum to 1.0.

Fig. 5 Viterbi path of the hidden Markov chain.
Fig. 6 Part of the Viterbi path of the hidden Markov chain from Fig. 5. 4 hidden states can be roughly identified with 4 seasons.

Fig. 7 Dominant dimensions of identified metastable sets as contour plots (contain > 90% of the dynamics in the corresponding sets).

Applying the Viterbi–algorithm [18] to the probabilities $\gamma_i(t)$ and to the identified local models we can find the most probable discrete hidden path of the system (also called Viterbi–path) which is shown in Figs. 5 and 6. In this graph, each of the time instances in the temperature data series is now assigned to one of the four seasons. In contrast to a “common sense” approach, in which the seasons would be defined as a priori known intervals of time (e.g., from December 22 to March 21 for astronomical winter), here this assignment is not predefined but rather depends on the corresponding probabilities.
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Fig. 8 Relative variation of the difference between the parameter matrices estimated from the complete data vector (i.e. temperature measurements from 1976 to 2003, approximately 2300 data–points for each season) and the parameters estimated from merely part of the data (i.e. temperature measurements from 1976 to the year shown on the abscissa of the graph.)

Fig. 9 Fourier spectra of the components of $\gamma(t)$-function from Fig. 4. They indicate the presence of one–, two– and three–year cycles in the data.

$\gamma(t)$. They describe a certain probability distribution of temperatures in Europe at a given time being properly represented by a certain seasonal SDE–model.

The dominant model dimensions in the seasonal states (the columns of $T_i$ which correspond to directions with maximal variance) are presented in Fig. 7 and give an idea about the correlation patterns in the data. Positive and negative values of dominant eigenvectors correspond to correlating and anti–correlating geographical areas, respectively. That is, when the reduced one–dimensional temperature trajectory in the metastable state goes up, the temperature in areas corresponding to positive components of the dominant eigenvector increases and at negative ones decreases. As it can be deduced from
**Fig. 10** Autocorrelation function (upper panel) and the partial autocorrelation function (lower panel) as being determined in the course of the Box–Jenkins procedure of SARMA-model for the dominant EOF (after filtering out the periodical component and stationarizing the data). Black dashed lines mark the level of statistical significance of the analyzed time series.

**Fig. 11** Comparison of the real temperature (upper left) and the corresponding prediction with the HMM-PCA-SDE model (for $m = 20$ and 4 hidden states) (upper right). The error of prediction is shown in the lower panel.

The comparison of eigenvectors in Fig. 7, the correlation patterns are changing in the time together with the Viterbi–path from Fig. 5. The patterns found here are strongly reminiscent of those found in the established literature.
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As mentioned above, the locally linearized form of the SDE allows for explicit and time step independent estimation of the parameters, which is in contrast to estimators based on some sort of numerical discretization of the underlying SDE. An issue to be checked is the reliability of the local SDE model estimation in the four hidden states wrt. the length of the data series. In Fig. 8 we compare the estimated parameter matrices obtained from subsets of the total data set with those obtained from the full set of data. The relative variation of the estimated parameters is quite low, so that the length of the data set appears to be sufficient for the estimation. The application of more advanced variance estimators is subject of future investigation.

Figure 9 shows the Fourier spectra of the occupation probabilities \( \gamma_i(t) \). Besides the obvious one-year periodicity mode, we clearly identify further strong periodic contributions at two- and three-year periods. This is strongly reminiscent of related observations in the meteorological literature, [42, 43, 44, 45, 46].

The next task is to compare the HMM-PCA-SDE model with one of the existing data-based models used for predictions in time series analysis. As a benchmark model we took a 580–dimensional SARMA(4,0) model. In order to stationarize the data and to determine the periodic trend \( K(t) \) in (1), we applied a Fourier filter to each of the systems dimensions (i.e. to the temperature time series at each of the grid-points) separately. As mentioned earlier, this makes it difficult to get an impression about the periodicity of the process as a whole, since we obtain only the Fourier spectra of some low-dimensional projections. In contrast, the HMM-PCA-SDE method provides direct access to the global behavior of the multidimensional system through the \( \gamma(t) \)–function (see Figs. 5, 9).

Visual control of the decay of 580 autocorrelation functions indicated that the data becomes stationary to a good approximation and the partial autocorrelation indicates that the data can be described with AR (auto regressive) model of order 4 (see Fig. 10)[23]. In order to fit the parameters of the 580-dimensional process, we first calculated the 580 × 580-autocorrelation functions and inserted them into the Yule-Walker system of equations [24]. The solution of the Yule-Walker system provides the estimators for SARMA parameters \( \alpha_t \). One immediate result of this analysis is the temporal decorrelation of the dominant EOF as shown in Fig. 10. The characteristic “memory” for this mode is found to be about 20 days, which is in good agreement with earlier suggestions in [47], which were obtained by very different means.

In order to produce the temperature prediction at time \( t \) for both of the models (HMM-PCA-SDE \( (m = 20) \) and SARMA(4,0)) we took the actual temperature data from the beginning of the observation (Jan. 1, 1976) to the time \( (t − 1) \text{day} \) and fitted both of the models to the resulting time series. Then we calculated a temperature prediction for time \( t \) from these models, including the expectation value
and the variance for both of them. In the case of HMM-PCA-SDE, the prediction is first made for the hidden process \( \gamma_i(t) \). As a first attempt, we constrained the prediction to a Markovian case assuming that the underlying hidden process is Markovian and the predicted value \( \gamma_i(t) \) is dependent only on the value of \( \gamma_i(t-1) \). Generally, this assumption is not necessary, and one could as well fit a SARIMA\((p,q)\) process to the series of \( \gamma_i(0), \ldots, \gamma_i(t-1) \) with \( p > 1, q > 0 \) in order to account for the memory effects in the data. We intend to explore these options in more detail in a future publication. Given the Markovian assumption, the temperature prediction at time \( t \) is a linear combination of the predictions based on the individual SDE models in the hidden states weighed by the predicted hidden probabilities \( \gamma_i(t) \). Fig. 11 shows a comparison of a typical temperature distribution in summer 2002 together with the 1-day predictions from both of the models.

The 20-dimensional HMM-PCA-SDE dynamics reasonably captures the temperature dynamics in the 580-dimensional space with a maximal prediction error of 0.8 °C. The maximal error occurs predominantly near the edges of the map. This can be explained by the influence of the regions lying outside of our grid which are not covered by the measurement data and are therefore not described by the model. Fig. 12 shows the comparison of the actual air temperature in Berlin with the predictions calculated from both models. The 20-dimensional HMM-PCA-SDE predicts the temperature somewhat more reliable than SARMA, the mean prediction error being 0.7 °C for HMM-PCA-SDE compared to 1.2 °C for SARMA.

A more dramatic difference arises wrt. computing times. The SARMA approach is much more expensive than HMM-PCA-SDE, which is crucial when dealing with high-dimensional data as in the present case. After filtering out the periodic components, the next step in the SARMA approach is the calculation of 336400 = 580 × 580 cross-correlation functions. Then a system of 336400 linear equations is to be solved. Despite the fact that the resulting system is sparse, so that efficient numerical solvers can be applied, the fitting of the SARMA model parameters took 16 hours on a modern PC as compared to 6 minutes for HMM-PCA-SDE.

4 Conclusion

We present here a novel hidden Markov model (HMM)–based method for simultaneous dimension reduction, stochastic differential equation (SDE)–fitting and clustering of the time series data. The method is based on a combination of the HMM approach, SDE parameter fitting and local principal component analysis (PCA). Incorporation of the local PCA analysis helps to map the clustering problem into a low dimensional space. We have demonstrated the application of the method for a historical temperature time series and tested the quality of the resulting model for stochastic predictions. We also compared the presented approach to the existing multidimensional SARMA-approach based on the fitting of the observed data with a multidimensional discrete autoregressive process. We have demonstrated that the quality of the temperature prediction in our sample meteorological application and the prediction horizon in both models depend on the size of the underlying area, such that reliable predictions over longer periods of time should be based on data covering much larger areas. This will be accounted for in future, more exhaustive meteorological and climatological investigations based on the new technology developed here.

The HMM-PCA-SDE–approach for analysis and predictions of high-dimensional stochastic dynamics is more attractive then SARMA strategy, because besides much less computational effort, HMM-PCA-SDE provides insight into the dynamics: (a) in the form of the hidden Viterbi–path allowing to assign the data to each of the local models, see Figs. 5 and 6, (b) in the form of local dominant PCA dimensions which allow the interpretation in the sense of different correlation patterns for each of the hidden states or regimes, see Fig. 7. In our opinion, the most important feature of the algorithm is its possibility to extract a low–dimensional description of the dynamics (function \( \gamma(t) \)) and further analyze it by means of standard time series methods. For example, one can find temporal patterns in the process of the seasonal change, investigate memory effects and find some general principles in the process of seasonal transitions. These aspects will be explored in future publications.

One interesting issue yet to be approached is the analysis of other geographical regions and comparison of the local principal dimensions identified with the help of HMM-PCA-SDE to the results produced by.
other dimension reduction approaches like principal interaction patterns (PIP) or optimally persistent patterns (OPP) [32, 7]. As was already demonstrated by A. Majda and co-workers, the PIP-method produces a more reliable optimal basis wrt. the reproduction of the switching behavior than the EOFs or the OPP-method [8]. However, the PIP-method relies on the availability of the full mathematical model, given in the form of the system of ODEs, in all of the observed degrees of freedom, which is not always the case. On the other hand, besides the fact that OPP is a purely data–based method and does not need any assumptions about the model, the procedure is very sensitive to numerical errors arising in the integration of multidimensional autocorrelation functions. Therefore, it will be interesting to compare all these approaches localizing the dimension reduction to each of the identified hidden states. This is another topic of ongoing research.
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