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Abstract

We propose a temporal modeling approach for determining image motion from a sequence of images wherein the inherent motion is periodic over time. To exploit the periodic nature of the motion, we use a Fourier harmonic representation to model the temporal evolution of the motion field for the entire sequence. We then determine the motion field simultaneously for the different image frames by estimating the parameters of this representation model, where the model order in the Fourier representation serves as a regularization parameter on the temporal coherence of the motion field. This approach can take advantage of the statistics of all the available data in the image sequence. In our experiments, we tested the proposed approach on several motion types at different noise levels, including translational motion, convergent/divergent motion, and cardiac motion. Our results demonstrate that this approach could lead to more robust estimation of the motion field in the presence of strong imaging noise compared to a frame-by-frame estimation approach.
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I. Introduction

Motion field modeling and estimation is of considerable interest in a variety of applications in computer vision and image sequence processing. It often constitutes an important, low-level processing step for advanced image analysis tasks. For example, it can be used for detection of object boundary [1], [2] as well as for structural inference of 3-D objects from an image sequence [3], [4]. In image processing, motion-compensated processing has proven to be valuable in problems ranging from image sequence compression [5], [6], noise filtering [7], to image super-resolution [8], [9]. In our recent work [10], [11], [30], we demonstrated the benefit of using motion-compensated processing in spatiotemporal methods for reconstruction of gated images in a cardiac cycle, which was shown to be effective for noise reduction and thereby improving the quality of reconstructed images. A key element in these motion-compensated processing methods is the use of image motion to exploit the similarity among the different image frames in a sequence.

Among the many different methods developed in the literature for motion modeling, the optical flow based approach [12] is perhaps still among the most common in use today. In optical flow modeling, a fundamental assumption is that the image intensity at an object point remains constant along its motion trajectory. Such a condition, however, is well known to be insufficient for unique determination of the motion field, which is known as the aperture problem [13]. As a consequence, additional constraints are often introduced to complement this ill-posed condition [14]. Among them, spatial coherence (i.e., smoothness) on the motion field is the most predominantly used [12], which is based on the assumption that object points in close vicinity of each other tend to move in a similar direction.
Since the original work in [12] and [15], there have been significant interests in development of optical flow based methods for motion estimation. Among these methods some are designed to improve the motion field by introducing spatially adaptive smoothness constraints (e.g., piecewise smooth was used in [16] and [17]), while others aim to improve the robustness of motion field in the presence of noise and outliers [18]. Besides spatial smoothness, there also exists work on assumption of temporal coherence on the motion field [19]–[21], where temporal smoothness constraints were proposed to improve the motion field in a sequence. Specifically, an extension of oriented smoothness constraint was introduced in the temporal domain in [19]; an incremental estimation approach, in which the image plane acceleration is assumed constant over time for an image patch, was formulated in [20]. Furthermore, a discontinuity-preserving spatiotemporal smoothness constraint was proposed in [21].

In this paper, we consider the problem of determining the motion field from a periodic image sequence, i.e., we want to estimate the image motion from a sequence of images wherein the inherent motion is periodic over time. For example, this occurs in cardiac gated imaging, where images are obtained at different phases of the periodic cardiac cycle [22]; another example is in respiratory gated imaging, where the respiratory motion of the chest can also be described by a periodic model [23]. While, in principle, one could adopt a frame-by-frame approach to determine the motion for this problem, we propose a joint estimation approach in which the motion field is estimated simultaneously for the entire sequence, of which the goal is to exploit explicitly the inherent periodicity in image motion over time. Such a joint approach can be potentially advantageous on several aspects. First, it allows for the exploitation of statistics of all the available image data in the presence of noise as opposed to frame by frame, which can lead to a more reliable estimate of the motion. In our approach, we propose to use a Fourier harmonic model to describe the temporal behavior of the motion field; we then determine the motion field by estimating the parameters of this representation model. Besides inherently periodic, this model can also be used to enforce temporal coherence on the motion field over time, thereby serving as a temporal constraint to complement the aperture problem. Moreover, as we explain later, with such a motion model one can easily control the degree of temporal smoothing on the motion field by varying the order of harmonics used.

In our experiments, we demonstrate our proposed motion estimation approach by using several types of image motion at different noise levels: first a translational motion sequence, then a divergent/convergent (zoom in/out) motion sequence, followed by images in gated cardiac single photon emission computed tomography (SPECT) perfusion imaging. Gated SPECT is currently the most frequently ordered test in nuclear medicine for diagnosis and evaluation of coronary artery diseases. It can provide valuable diagnostic information about both myocardial perfusion and heart wall motion. However, they are known to be very noisy due to reduced imaging time per gate frame. These images allow us to demonstrate the robustness of the proposed algorithm in the presence of noise corruption. In addition, we also demonstrate the use of the estimated motion by applying it for motion-compensated noise filtering. Our results demonstrate that the proposed approach could lead to more robust estimation of the motion field in the presence of high imaging noise when compared to a conventional frame by frame approach.

The rest of the paper is organized as follows. In Section II, we first describe our periodic motion representation model, followed by the optimization criterion used for model estimation. In Section III, we discuss the iterative estimation algorithm and related implementation issues. Experimental results are given in Section IV, where our proposed algorithm was tested and compared with the classic optical flow method. Conclusions and
future work are given in Section V. We note that the preliminary development of this work was first presented in [24].

Finally, we point out that in this work the focus will be kept on development of the proposed approach for periodic image sequences. However, the benefit of temporal regularization demonstrated for periodic image sequences should be equally applicable for nonperiodic ones. This possibility is discussed in our future work in Section V.

II. Periodic Image Motion Model

A. Image Data Model

Consider an image sequence \( I(x, y, t) \), where \( t \) denotes time and \( (x, y) \) denotes a spatial location in the image domain \( D \). Let \( (u, \upsilon) \) denote the displacement vector of point \( (x, y) \in D \) from time \( t \) to \( (t + 1) \). That is

\[
I(x, y, t) = I(x+u, y+\upsilon, t+1) \tag{1}
\]

where the image intensity at an object point is assumed to be constant along its motion trajectory over time. For notational simplicity, it is noted that in (1) the motion components \( u \) and \( \upsilon \) are implicit functions of both \( (x, y) \) and \( t \). Our goal is to determine the motion field \( (u, \upsilon) \) from a given sequence of images \( I(x, y, t), t = 0, 1, \ldots, T-1 \).

Of course for this problem, one can resort to a classical solution approach by determining the image motion in a successive, frame by frame fashion. However, such an approach would fail to exploit the potential temporal correlation that may exist in the motion fields among the different image frames. In this work, we seek a joint estimation procedure for the motion across the different frames in the sequence, in which the motion fields \( (u, \upsilon) \) are determined simultaneously for \( t = 0, 1, \ldots, T-1 \) by exploiting both spatial and temporal regularizations on them.

In particular, we will consider the case that \( I(x, y, t) \) is a periodic sequence, that is, \( I(x, y, 0) = I(x, y, T) \). In our approach, we explicitly exploit the inherent periodicity in image motion over time by using basis functions to regulate the temporal behavior of the motion fields. As to be demonstrated later in our experiments, such an approach can be more robust to the image noise, leading to improved estimate of the motion fields.

B. Periodic Motion Model

By applying Fourier series expansion, we model the motion components \( (u, \upsilon) \) at location \( (x, y) \) over time \( t \) as

\[
u(x, y, t) = \sum_{l=1}^{L} \left[a_l(x, y)\cos\omega_l t + b_l(x, y)\sin\omega_l t\right] \quad u(x, y, t) = \sum_{l=1}^{L} \left[c_l(x, y)\cos\omega_l t + d_l(x, y)\sin\omega_l t\right] \tag{2}
\]

where \( a_l(x, y), b_l(x, y), c_l(x, y), d_l(x, y) \) are the coefficients associated with harmonic component \( l \), \( \omega_l = \frac{2\pi l}{T} \), and \( L \) is the order of the harmonic representation, which is determined by the inherent image motion in the sequence.

It is noted that no direct-current (DC) component is included in (2). When included, the DC component would represent the amount of net shift of an object point \( (x, y) \) during the entire time period \( T \). Thus, it is assumed in (2) that the net displacement is zero during the period. For example, this is typically the case in a cardiac sequence. However, this component can be easily accommodated in subsequent development if it is known to be non zero in a specific application.
In theory, the model in (2) can be used to represent any arbitrary motion trajectories without sacrificing accuracy as long as the model order $L$ is chosen to be high enough. However, in the case of noisy image data, it can be used as a parameter to regularize the degree of temporal smoothness of the motion field. Thus, it can serve as a trade-off between model accuracy and robustness to data noise. By varying the order of harmonics used in the model, one can achieve different degrees of temporal smoothing on the motion fields. Moreover, it can also allow one to incorporate explicitly a temporal smoothing scheme in a spatially adaptive fashion on the motion field. For example, in a sequence where an object exhibits significantly more motion than the background, one can use a higher order harmonic model for the object region and a lower order model for the background in order to better accommodate the spatially varying nature of the motion fields.

C. Optimization Criterion

To determine the motion fields, we seek a solution to minimize the following weighted objective function

$$E(u, v) = E_1(u, v) + \alpha E_2(u, v)$$  \hspace{1cm} (3)

where the two energy terms are defined as

$$E_1(u, v) = \sum_{t=0}^{T-1} \int_{D} \left[ I(x, y, t) - I(x+u, y+v, t+1) \right]^2 dx dy$$  \hspace{1cm} (4)

and

$$E_2(u, v) = \sum_{t=0}^{T-1} \int_{D} \left( |\nabla u|^2 + |\nabla v|^2 \right) dx dy.$$  \hspace{1cm} (5)

In (4), the energy term $E_1(u, v)$ is used to enforce the intensity constancy condition in (1) between consecutive frames throughout the whole sequence, and the term $E_2(u, v)$ is used to enforce spatial smoothing on the motion fields by constraining the energy of their spatial gradients for the different time frames. In (3), the parameter $\alpha$ is used to balance these two energy terms.

The objective function $E(u, v)$ in (3) can be viewed as an extension of the classical optical flow of Horn and Schunck [12] to multiple image frames. In (3), spatial smoothing is enforced in a uniform fashion. We note that in more recent work there have been variants of this regularization term in order to better characterize the nature of underlying motion field [25]–[28]. For example, piecewise smoothness constraints can be used to deal with discontinuities in the motion field [16]. For this study, however, the classical uniform smoothness constraint is used in (5), as our main purpose is to demonstrate the effect of the temporal model in (2).

Next, we express the objective function $E(u, v)$ in terms of the harmonic motion model in (2). By applying the first-order Taylor series approximation, we have

$$I(x+u, y+v, t+1) \approx I(x, y, t) + \frac{\partial I}{\partial x} u + \frac{\partial I}{\partial y} v + \frac{\partial I}{\partial t},$$  \hspace{1cm} (6)

Substituting (6) into (4), we get
Next, substituting the harmonic motion model in (2) into (7), we obtain

\[ E_1(u, v) = \sum_{r=0}^{T-1} \int_D \left( \frac{\partial I}{\partial x} u_x + \frac{\partial I}{\partial y} v_y + \frac{\partial I}{\partial t} \right)^2 \, dx dy \]  

(7)

where \( I_{al} \equiv (\frac{\partial I}{\partial x}) \cos \omega t, I_{bl} \equiv (\frac{\partial I}{\partial x}) \sin \omega t, I_{cl} \equiv (\frac{\partial I}{\partial y}) \cos \omega t, \) and \( I_{dl} \equiv (\frac{\partial I}{\partial y}) \sin \omega t. \)

Similarly, substituting (2) into (5) and invoking the orthogonality of the harmonic basis functions, we can rewrite the energy term \( E_2(u, v) \) as

\[ E_2 = \frac{T}{2} \sum_{l=1}^{L} \int_D \left( |\nabla a_l|^2 + |\nabla b_l|^2 + |\nabla c_l|^2 + |\nabla d_l|^2 \right) \, dx dy. \]  

(8)

The problem now becomes minimization of the objective function in (3) with respect to the unknown coefficients associated with the different orders of harmonic basis functions.

From calculus of variations, the minimization of the objective function in (3) with respect to the unknown parameters \( a(x, y), b(x, y), c(x, y), d(x, y) \) yields the following Euler–Lagrange equations [12], [18] for \( l = 1, 2, \ldots, L \)

\[ \beta \nabla^2 a_l - \sum_{k=0}^{T-1} \sum_{l=1}^{L} (I_{al} a_k + I_{bl} b_k + I_{cl} c_k + I_{dl} d_k) + I_l = 0 \]  

\[ \nabla^2 b_l - \sum_{k=0}^{T-1} \sum_{l=1}^{L} (I_{al} a_k + I_{bl} b_k + I_{cl} c_k + I_{dl} d_k) + I_l = 0 \]  

\[ \nabla^2 c_l - \sum_{k=0}^{T-1} \sum_{l=1}^{L} (I_{al} a_k + I_{bl} b_k + I_{cl} c_k + I_{dl} d_k) + I_l = 0 \]  

\[ \nabla^2 d_l - \sum_{k=0}^{T-1} \sum_{l=1}^{L} (I_{al} a_k + I_{bl} b_k + I_{cl} c_k + I_{dl} d_k) + I_l = 0 \]  

(10)

where \( \Box^2 = \Box^2 N_2 \), and \( \Box^2 \) denotes the Laplacian operator.

\[ \Box = \Box^2 N_2, \]  

III. Implementation Issues

A. Iterative Estimation Algorithm

For numerical implementation, the Laplacian operator in (10) is approximated by a discrete operator, which at a pixel location is equivalent to subtracting the pixel value from a
weighted average of its surrounding neighboring pixels. Therefore, (10) can be written in discrete form as

\[ \beta(a_l - \bar{a}_l) + \sum_{t=0}^{T-1} \sum_{k=1}^{L} ((I_{a_k} a_k + I_{b_k} b_k + I_{c_k} c_k + I_{d_k} d_k)) = - \sum_{t=0}^{T-1} I_{a_l} I_t \]

\[ \beta(b_l - \bar{b}_l) + \sum_{t=0}^{T-1} \sum_{k=1}^{L} ((I_{a_k} a_k + I_{b_k} b_k + I_{c_k} c_k + I_{d_k} d_k)) = - \sum_{t=0}^{T-1} I_{b_l} I_t \]

\[ \beta(c_l - \bar{c}_l) + \sum_{t=0}^{T-1} \sum_{k=1}^{L} ((I_{a_k} a_k + I_{b_k} b_k + I_{c_k} c_k + I_{d_k} d_k)) = - \sum_{t=0}^{T-1} I_{c_l} I_t \]

\[ \beta(d_l - \bar{d}_l) + \sum_{t=0}^{T-1} \sum_{k=1}^{L} ((I_{a_k} a_k + I_{b_k} b_k + I_{c_k} c_k + I_{d_k} d_k)) = - \sum_{t=0}^{T-1} I_{d_l} I_t \]

where \(\bar{a}_l\) denotes a weighted average surrounding \(a_l\) such that \(\nabla^2 a_l \approx \bar{a}_l - a_k\) and similarly for \(b_l, c_l, d_l\).

As can be seen, (11) is simply a system of linear equations in terms of the unknown coefficients \(a_k, b_k, c_k, d_k, l = 1, 2, \ldots, L\). Moreover, it can be shown that the coefficient matrix of this system of equations is symmetric and positive definite (Appendix A). In our experiments, the iterative Jacobi method was used for solution of (11). In this method, the unknowns \(a_k, b_k, c_k, d_k\) are updated pixel by pixel with the following iteration [see (12), shown at the bottom of the page].

Note that for computational saving the different summation terms over the temporal index \(t\) in (12) can be precalculated prior to the numerical iterations, because they are constant with respect to the iteration index \(n\). In our experiments, the iteration in (12) was initialized with zero values.

**B. Effect of Spatiotemporal Regularization**

There are two parameters associated with the iterative algorithm in (12), namely, the motion model order \(L\) and spatial regularization parameter \(\beta\). These two parameters are used to regulate the resulting motion field both spatially and temporally. Specifically, as in the case of classical optical flow estimation, the parameter \(\beta\) plays the role of balancing between the optical flow constraint term \(E_1(u, \bar{u})\) and the spatial coherence constraint term \(E_2(u, \bar{u})\). Its effect can be seen from the iteration algorithm in (12). Consider the situation that in a region the image intensity is relatively uniform. In this case, the derivative terms will be close to zero. When this happens, the parameter \(\beta\) will help stabilize the denominator terms in (12) and consequently avoid the ambiguity associated with the numerical difficulty. Moreover, in the case that the image is subject to noise, the estimates of the partial derivatives from the image data will become noisy as well. In such a case, the parameter \(\beta\) will help mitigate the noise effect of the derivative terms in the denominator terms in (12). On the other hand, it is also clear that when the image data are nearly free of noise, (i.e., when reliable estimates of derivative terms are available), a smaller value should be used for the parameter \(\beta\) so that the image features (reflected by the derivative terms) will play a more dominant role.

In contrast, the model order \(L\) is used to regulate the temporal coherence of the motion field. On the surface, a higher order model can be more desirable, because it can offer more degrees of freedom (and, hence, potentially better representation accuracy) than a lower order model. However, its benefit can become diminished with increased noise in the image data. A lower order model in such a case could offer robustness against the noise by exploiting the temporal continuity of the image motion.
In our experiments, we will present empirical results to demonstrate the effect of both regularization parameters $\beta$ and $L$ with different image noise levels and different types of image motion.

C. Estimation of Derivative Terms

The numerical iteration in (12) requires the knowledge of the spatial and temporal partial derivatives of the image function $I(x, y, t)$. In our experiments, these partial derivatives (i.e., $\partial I/\partial x$, $\partial I/\partial y$, and $\partial I/\partial t$) were simply estimated by using the first-order forward difference. Since derivatives are known to be very sensitive to the noise in the image owing to their highpass nature, presmoothing was first applied to the image to mitigate the noise effect. The parameters of the presmoothing filter used are given in the experiments in the next section.

D. Local Averaging for the Laplacian Operator

As mentioned above, the Laplacian operator can be approximated as a difference of a pixel from a local average of its surrounding neighbors, i.e., $\nabla^2 a_i \approx \tilde{a}_i - a_i$. In our experiments, an 8-neighbor Laplacian operator was used, for which the local average $\tilde{a}_i$ at pixel location $(i, j)$ is computed as

$$\tilde{a}_i(i, j) = \frac{1}{6} \left[ a(i-1, j) + a(i, j-1) + a(i, j+1) + a(i+1, j) + a(i, j-1) + a(i+1, j-1) + a(i+1, j+1) \right]. \quad (13)$$

IV. Numerical Results

In this section, we present numerical results to demonstrate the performance of the proposed motion estimation approach. Specifically, we present three sets of experiments which are designed to test the algorithm for different types of motion: 1) translational motion (Section IV-B), which is typically associated with object displacement or camera panning, 2) convergent/divergent motion (Section IV-C), which is typically associated with camera zooming, and 3) cardiac motion (Section IV-D). This allows us to demonstrate how the proposed approach would perform under different degrees of complexity in motion.
Moreover, to demonstrate the robustness of the algorithm, each experiment is tested with different levels of image noise.

**A. Motion Estimation Methods and Evaluation Criteria**

In each experiment, the proposed motion estimation method was applied to determine the image motion. This approach yields the frame-to-frame image motion simultaneously for a sequence (referred to as OFE-DFT for convenience). For comparison, we also tested the classical optical flow algorithm of Horn and Schunck [12]. With this approach the image motion in a sequence was estimated in a frame-by-frame fashion (referred to as OFE hereafter).

To quantify the accuracy of the estimated motion, we compare it against the known motion when it is available (the first two experiments). In addition, we also test the estimated motion by computing the frame-to-frame prediction error of the sequence, which is defined as follows:

\[
E_{MC} = \frac{1}{T} \sum_{t=0}^{T-1} 10 \log_{10} \left( \frac{||f_t||^2}{||f_t - \hat{f}_{t+1}||^2} \right) \text{dB} \quad (14)
\]

where \(f_t\) denotes frame \(t\) in the sequence, and \(\hat{f}_{t+1}\) denotes its motion-compensated prediction from its neighboring frame \(f_{t+1}\). In computing \(\hat{f}_{t+1}\), the estimated image motion from frame \(t\) to frame \(t+1\) is used. For fractional-pixel motion vectors, bilinear interpolation from four nearest integer pixels is used.

Note that the prediction error \(E_{MC}\) in (14) is defined on noiseless images. In our experiments, the motion will be estimated from noise corrupted images, but the estimated motion will be tested on the noiseless images when computing \(E_{MC}\). This would allow us to evaluate how the estimated motion would conform with the underlying noiseless image data.

**B. Experiment 1: Translational Motion**

In this experiment, we tested the motion estimation algorithm using an image sequence with translational motion. The image sequence consisted of an image pattern, [simulated using a circular Gaussian shape with \(\sigma = 2\), of which the support is limited to the full image domain, as shown in Fig. 1(a)], which was displaced periodically among successive frames. The sequence consisted of 10 frames; during the first half of the sequence the image pattern was translated along the direction \((1, 1)^t\) with a step-size of 0.5 pixels between two consecutive frames, while during the second half it was translated backward with the same step-size toward its starting position. In Fig. 2, the motion fields are shown for two selected frames (#3 & #7) of the sequence (the motion vectors are amplified by a factor of 1.5 for clarity in the plot). To test the robustness of the motion estimation algorithm, white Gaussian noise at different levels (SNR = 13.68, 7.72, and 1.63 dB, respectively) was added to the images. The resulting noisy images were then used for subsequent processing. As an example, in Figs. 1(b), we show the noisy images at noise level SNR = 7.72 dB. For brevity, only half of the image frames (odd-numbered) are shown. The image size was 32 \(\times\) 32 pixels for each frame. To mitigate the noise effect, the noisy images were first prefiltered with an FIR lowpass filter (length = 12, bandwidth = 0.3, 0.225, 0.15 cycles/pixel respectively for the three noise levels); subsequently, the partial derivative terms were estimated.

To demonstrate the effect of the motion model on the motion field, we tested the motion estimation algorithm for different values of the order \(L\). The results are summarized in Fig. 3 for the case of noise level at SNR = 7.72 dB, in which the motion-compensated prediction error \(E_{MC}\) obtained with the estimated motion is shown for different parametric settings.
each curve in the plot was obtained for a fixed model order $L$ by varying the spatial smoothing parameter $\beta$. For this case, the best $E_{MC}$ was obtained with $L = 3$ and $\beta = 10$.

Similarly, we also tested the algorithm for the other two noise levels and essentially similar results were obtained. For brevity, we summarize these results in Table I, where the obtained best $E_{MC}$ results are listed for different model orders and noise levels; for comparison, the best results are also given for the classical OFE method, for which the images were prefiltered the same way as described above for the proposed OFE-DFT. These results show that the best results were obtained with model order $L = 3$. A higher order model ($L = 4$) did not seem to improve the results, indicating that its benefit simply became outweighed by the noise in the image data. Furthermore, it is interesting to note that the improvement in $E_{MC}$ over the classical OFE is the largest when the noise level is at 1.63 dB.

In Fig. 4, we show the obtained motion fields for two representative frames (#3 & #7); the known motion fields for these two frames were shown earlier in Fig. 2. For comparison, we also show in Fig. 4 the corresponding results obtained by the classical OFE method. These results were optimized over the spatial smoothing parameter of the OFE.

From Fig. 4, we observe that the accuracy of the estimated motion fields degrades with the increased noise level. Compared to the classical OFE, the proposed motion model shows good robustness in the presence of strong noise (SNR = 1.63 dB). These results are consistent with the prediction error given earlier in Table I.

C. Experiment 2: Convergent/Divergent Motion

In this experiment, we tested the motion estimation algorithm using an image sequence with convergent/divergent motion. The image sequence was simulated with the same image pattern as in Experiment 1, which was expanding/shrinking in size in successive frames. It consisted of ten frames; during the first half of the sequence the image pattern was expanding (was increased by 5\% between two consecutive frames), while during the second half it was shrinking successively with the same proportion towards its initial size. In Fig. 5(a) we show the five odd-numbered frames during both the expanding/shrinking phases of the sequence. In Fig. 6, the motion fields are shown for two selected frames (#3 & #7) of the sequence (the motion vectors are amplified by a factor of 2 for clarity in the plot). To test the robustness of the motion estimation algorithm, white Gaussian noise at different levels (SNR = 12.13, 6.18, and 1.05 dB, respectively) was added to the images. As an example, in Fig. 5(b), we show the noisy images at noise level SNR = 1.05 dB. The image size was 32 $\times$ 32 pixels. To mitigate the noise effect, the noisy images were prefiltered as in Experiment 1.

In Fig. 7, we show a plot of the motion-compensated prediction error $E_{MC}$ obtained with the estimated motion for the case of noise level at SNR = 6.18 dB; each curve in the plot was obtained for a fixed model order $L$ by varying the spatial smoothing parameter $\beta$. As can be seen, the best $E_{MC}$ was obtained with $L = 3$ and $\beta = 0.5$.

We also tested the algorithm for the other noise levels, and similar results were obtained. We summarize these results in Table II, where the best $E_{MC}$ results are listed for different model orders and noise levels. It is observed that the best results were obtained with $L = 3$ for the first two noise levels; however, at high noise level SNR = 1.05 dB, $L = 2$ yielded the best results. This demonstrates that when the noise is high, a more restrictive temporal model is more effective for completing the image data.

In Fig. 8, we show the obtained motion fields for two representative frames (#3 & #7); the known motion fields of these two frames were shown earlier in Fig. 6. For comparison, in
Fig. 8, we also show the obtained motion field for these two frames by the classical OFE method; these results were optimized over the spatial smoothing parameter of the OFE.

From Fig. 8, we observe that the classical OFE degraded rather quickly with the increase of image noise. We believe that this is largely due to the complexity of the underlying motion field (compared to the simple translational motion in Experiment 1); the algorithm in this case simply failed to recover the details of the motion field. In contrast, the proposed motion model showed much better resilience to noise.

D. Experiment 3: Cardiac Motion

In this experiment, the proposed motion estimation approach was tested using gated cardiac image sequences in single photon emission computed tomography (SPECT), which is an important diagnostic imaging technique currently in use for diagnosis and evaluation of cardiac diseases. In gated cardiac SPECT, the data acquisition is synchronized to the electrocardiogram (ECG) signal, based on which the cardiac cycle is divided into a number of intervals (typically 8 to 16), and a sequence of images is reconstructed for the cardiac cycle. When displayed in cine, this image sequence can provide valuable diagnostic information about the wall motion of the left ventricle [29]. While extremely useful, gated cardiac SPECT images are also known to suffer from noise (e.g., Fig. 9). Our goal is to demonstrate the robustness of the proposed approach in the presence of such noise. In addition, we also demonstrate the utility of the obtained motion for motion-compensated filtering in these images.

In our experiment, images were obtained from simulated gated SPECT imaging with the 4D NURBS-based cardiac-torso (NCAT) 2.0 phantom [30]. The 4D NCAT phantom was based on heart anatomy and cardiac motion derived from real patients. Use of simulated imaging provides the ground truth of the images for evaluation. In our experiment, a total of 16 gated image frames were used for the cardiac cycle. Shown in Fig. 9(a) are six selected frames (#1, #3, #7, #10, #12, #15) of the myocardium (in short axis view) which were obtained from the ideal case of noiseless acquisition. In these images, the image intensity represents the blood perfusion in the left ventricle (which is of primary interest). Shown in Fig. 9(b) are these frames obtained at a noise level that is typical of a clinical acquisition. With the noiseless images as the reference, the average SNR of the 16 frames is approximately 10.06 dB.

The proposed OFE-DFT algorithm was applied to estimate the frame-to-frame motion from the noisy images. To suppress the noise, these images were first prefiltered with a lowpass FIR filter (length 11, bandwidth 0.3 cycles/pixel). We summarize the results in Fig. 10, in which the motion-compensated prediction error $E_{MC}$ is shown for different parametric settings. As can be seen, the best result was obtained when $L = 2$ and $\beta = 4$.

In Fig. 11, we show the obtained motion fields for four selected frames (#1, #3, #10, #12). For comparison, in Fig. 11 we also show the results obtained by the classical OFE method (second row), which were also optimized based on $E_{MC}$. As reference, the motion estimated from the noiseless images in Fig. 9 with the OFE algorithm is shown (first row). For clarity, in these plots the motion vectors are amplified by a factor of 2 and shown for only those pixels on the heart wall. One can see that the estimated motion from proposed OFE-DFT is notably more robust to the noise.

Finally, to demonstrate the utility of the estimated image motion, we also tested the estimated motion in the context of motion-compensated filtering. For this purpose, we implemented the following recursive scheme:
where $n$ is the recursive index, and $\tilde{I}^{(n)}_{k-k+1}$ denotes the motion-compensated prediction of frame $k$ from frame $k+1$ at the current recursion. During each recursion, the operation in (15) is carried out successively over all the frames in the sequence. In our experiments, $\gamma = 0.5$ was used. We applied motion-compensated filtering to the noisy images in Fig. 9(b). We show in Fig. 9(c) the filtered images based motion from OFE-DFT, where a total of 3 recursions were used; the average SNR of the 16 filtered frames is 14.56 dB (compared to 13.70 dB for classical OFE; the SNR is 10.06 dB for the noisy images). These results demonstrate that the obtained motion from OFE-DFT can be more effective for noise filtering than that from the classical OFE.

V. Conclusions and Future Work

In this paper, we investigated the use of a temporal model for motion estimation in a periodic sequence of images, in which Fourier harmonic functions are used to represent the periodic image motion in the sequence. With this harmonic representation model, the motion field was estimated in a simultaneous fashion for the whole sequence instead of frame by frame by making use of all the available image data. Our results using several motion types demonstrated that this joint estimation approach could yield more robust motion estimation than a frame-by-frame approach in the presence of high imaging noise, which could lead to improved image quality for motion-compensated noise filtering.

Encouraged by the promising results in this paper, in the future, we plan to apply the proposed method to motion-compensated cardiac image reconstruction where the image quality is often hampered by strong imaging noise and cardiac motion. In addition, while in this work the focus has been on periodic image sequences, the benefits of using temporal regularization on the motion field should be equally applicable for nonperiodic sequences. One possibility is to extend our proposed approach to nonperiodic sequences by duplicating the image frames a sequence in a backward order to create a periodic sequence. This will be explored in our future work.
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Appendix A

Demonstration of Positive Definite Property of Coefficient Matrix

Below, we demonstrate that the coefficient matrix of the system of linear equations in (11) is strictly positive definite. For simplicity, let vector $w$ denote the collection of the unknown parameters $a_l, b_l, c_l, d_l$ for $l = 1, 2, \ldots, L$. Then the quadratic energy term $E_1$ in (8) can be written in the form of $E_1 = Pw + c$, where the operator $P$ corresponds to the coefficient terms of $a_l, b_l, c_l, d_l$ in (8) and $c$ is a constant vector; similarly, the energy term $E_2$ can be written as $E_2 = Qw$, where the operator $Q$ corresponds to the gradient terms in (9). Then the objective function $E$ in (3) can be written as $E = Pw + c + \nabla Qw$. Therefore, the Euler–Lagrange equations in (10) can be rewritten as $(P^T P + \nabla Q^T Q)w = -P^T c$. Clearly, the coefficient matrix $a \triangleq P^T P + \nabla Q^T Q$ is symmetric; moreover, it is strictly positive definite for $\gamma > 0$ as long as the operators $P$ and $Q$ do not have a common eigenvector with which the associated eigenvalue is zero.
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Fig. 1.
Image sequence with translational motion: (a) noiseless images; (b) noisy images with SNR = 7.72 dB. Frames #1, #3, #5, #7, and #9 are shown.
Fig. 2.
Known motion fields for two example frames (#3 & #7).
Fig. 3.
Motion-compensated prediction error $E_{MC}$ obtained with different values of model order $L$ and smoothing parameter $\beta$ (Experiment 1).
Fig. 4.  
Estimated motion fields by classical OFE and the proposed approach (OFE-DFT) for frames #3 & #7 at different noise levels. (a) SNR = 7.72 dB; (b) SNR = 1.63 dB. The OFE is shown in the first row and OFE-DFT is in the second row in both (a) and (b).
Fig. 5.
Image sequence with convergent/divergent motion fields: (a) noiseless images; (b) noisy images with SNR = 1.05 dB. Frames #1, #3, #5, #7, and #9 are shown.
Fig. 6.
Known motion fields for two example frames (#3&#7).
Fig. 7.
Motion-compensated prediction error $E_{MC}$ obtained with different values of model order $L$ and smoothing parameter $\beta$ (Experiment 2).
Fig. 8.
Estimated motion fields by classical OFE and the proposed approach (OFE-DFT) for frames #3 & #7 at different noise levels. (a) SNR = 6.18 dB; (b) SNR = 1.05 dB. The OFE is shown in the first row and OFE-DFT is in the second row in both (a) and (b).
Fig. 9.
Six selected frames (#1, #3, #7, #10, #12, #15) of the myocardium (short axis view) in the cardiac cycle: (a) noiseless reference images; (b) noisy reconstruction images; and (c) motion-compensated filtering of the noisy images using motion from OFE-DFT. The average SNR of 16 frames is improved from 10.06 to 14.56 dB.
Fig. 10.
Motion-compensated prediction error $E_{MC}$ obtained with different values of model order $L$ and smoothing parameter $\beta$ (Experiment 3).
Fig. 11.
### TABLE I

Motion-Compensated Prediction Error $E_{MC}$ (in Decibels) Obtained With Different Model Order $L$ at Different SNR Levels. For Comparison, Results are Also Given for the Classical OFE

<table>
<thead>
<tr>
<th>SNR</th>
<th>OFE-DFT $L=2$</th>
<th>OFE-DFT $L=3$</th>
<th>OFE-DFT $L=4$</th>
<th>OFE</th>
</tr>
</thead>
<tbody>
<tr>
<td>13.68 dB</td>
<td>29.64</td>
<td><strong>30.08</strong></td>
<td>29.09</td>
<td>27.66</td>
</tr>
<tr>
<td>7.72 dB</td>
<td>28.51</td>
<td><strong>29.52</strong></td>
<td>28.38</td>
<td>26.37</td>
</tr>
<tr>
<td>1.63 dB</td>
<td>26.49</td>
<td><strong>27.68</strong></td>
<td>26.42</td>
<td>23.94</td>
</tr>
</tbody>
</table>
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### TABLE II

Motion-Compensated Prediction Error $E_{MC}$ (in dB) Obtained With Different Model Order $L$ for Different SNR Levels. Results are Also Given for the Classical OFE for Comparison

<table>
<thead>
<tr>
<th>SNR</th>
<th>OFE-DFT $L = 2$</th>
<th>OFE-DFT $L = 3$</th>
<th>OFE-DFT $L = 4$</th>
<th>OFE</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.13 dB</td>
<td>27.25</td>
<td>27.64</td>
<td>27.20</td>
<td>26.26</td>
</tr>
<tr>
<td>6.18 dB</td>
<td>25.74</td>
<td>26.30</td>
<td>26.03</td>
<td>23.07</td>
</tr>
<tr>
<td>1.05 dB</td>
<td>25.70</td>
<td>24.69</td>
<td>23.61</td>
<td>22.93</td>
</tr>
</tbody>
</table>