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Accelerating Heuristic Search for AI Planning
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AI Planning is an important research field. Heuristic search is the most commonly used method in solving planning problems. Despite recent advances in improving the quality of heuristics and devising better search strategies, the high computational cost of heuristic search remains a barrier that severely limits its application to real world problems. In this dissertation, we propose theories, algorithms and systems to accelerate heuristic search for AI planning.

We make four major contributions in this dissertation.

First, we propose a state-space reduction method called Stratified Planning to accelerate heuristic search. Stratified Planning can be combined with any heuristic search to prune redundant paths in state space, without sacrificing the optimality and completeness of search algorithms.

Second, we propose a general theory for partial order reduction in planning. The proposed theory unifies previous reduction algorithms for planning, and ushers in
new partial order reduction algorithms that can further accelerate heuristic search by pruning more nodes in state space than previously proposed algorithms.

Third, we study the local structure of state space and propose using random walks to accelerate plateau exploration for heuristic search. We also implement two state-of-the-art planners that perform competitively in the Seventh International Planning Competition.

Last, we utilize cloud computing to further accelerate search for planning. We propose a portfolio stochastic search algorithm that takes advantage of the cloud. We also implement a cloud-based planning system to which users can submit planning tasks and make full use of the computational resources provided by the cloud.

We push the state of the art in AI planning by developing theories and algorithms that can accelerate heuristic search for planning. We implement state-of-the-art planning systems that have strong speed and quality performance.
Chapter 1

Introduction

Planning is an integral part of human intelligence. It is the conscious process of organizing activities to achieve certain goals. As part of the human cognitive process, planning serves as a fundamental connection between goal setting and action. Through planning, actions are organized toward a clear objective. Acting without planning, to a degree, is no different than monkeys trying to type Shakespeare's Hamlet by hitting random keys on a typewriter.

The ability to plan is also a direct measurement of the intelligence of a machine. In fact, any intelligent machine that exhibits rational behaviors to outside observers must possess planning abilities, for without which actions and behaviors become less purposeful and rational.

There are an abundance of planning problems in our daily life. On a personal level, we plan for activities throughout the day. Modern society also relies on the solutions to various planning problems to function. Our fire department, police and postal services all rely on transportation planning to arrange routes efficiently. Airports, buses and assembly lines also depend on our ability to plan and schedule tasks in complicated systems. Planning has also been applied to many small to medium scale real-world problems, including controlling autonomous robots and unmanned vehicles, scheduling space telescope observations, modeling interventions of biological processes, and scheduling individual and organizational activities [59, 9, 19, 13, 65, 61].
1.1 AI Planning

In Artificial Intelligence (AI) research, planning is formulated as the process of arranging a course of actions (sometimes called activities) to achieve certain goals under given constraints. Solving planning problems requires taking into account constraints, action orders, dependencies and plan efficiencies.

While the correct action sequence is easy to get for simple problems, large-scale planning tasks are daunting and sometimes not feasible to tackle without the help of modern computers, as the scale of the problem is beyond our cognitive ability. Specifically, real-world planning problems oftentimes involve complex constraints and tangled action dependencies, rendering intuition and reasoning inadequate. Large-scale real-world problems can also easily lead to combinations that are beyond simple enumeration or intuitive guessing.

Planning problems (especially classic planning problems) can be formulated in a way that is particularly amiable for computers, as modern computers are capable of enumerating and checking rules and states quickly. Once a planning problem is formulated and represented in the way that computers can process, AI planners can leverage the computational power of modern computers to find solutions efficiently.

Domain knowledge has proven to be helpful in problem solving. However, unlike human planners, AI planners usually do not have a prior knowledge about the problem domain. While there are approaches that have domain experts in the problem-solving loop, in this thesis, we focus on automated planning, a family of planning approaches that automatically solve general planning problems without requiring problem-specific domain knowledge or human intervention.

Automated planning remains a challenging problem for AI researchers. For instance, classic planning, (i.e. problems without temporal constraints), one of the simplest categories of planning problems, has been proven to be PSPACE-complete. As the problem size grows, the computational resources required to solve the planning problems can grow exponentially.

Automated planning is at the core of AI research. Many important AI problems, such as the discrete time scheduling problem, the constraint satisfactory problem (CSP)
and the general state space search problem, can be formulated as planning problems. Accordingly, solving automated planning problems efficiently would help advancing other AI fields as well. Thus, it is critical to solve automated planning problems efficiently.

1.2 Motivation

Much research on classical planning has focused on the design of better heuristic functions. Despite the success of using domain-independent heuristics for classic planning, state-of-the-art heuristic planners still face scalability challenges for large-scale planning problems, due to the limitation of deterministic search and heuristic functions. As shown by recent work, search even with almost perfect heuristic guidance may still lead to very high search cost [37] for optimal planning. Therefore, it is important to improve other components of heuristic search that are orthogonal to the development of heuristics.

1.2.1 Limitations of Heuristic Search

Heuristic search is an important and pervasive technique for AI planning. Using heuristic search, an automated planning problem is mapped to a search problem guided by heuristics. Under this mapping, the initial state of the planning problem becomes the starting state of a search process. Starting from the initial state, the search algorithm would iteratively examine states that are reachable by applying actions to existing states, and terminating when a goal state is found.

Figure 1.1 shows the size of the search space with respect to the number of states in a planning domain called Driverlog. Problems in this domain model the route planning of delivery trucks. We used Fast Downward, a state-of-the-art heuristic search planner to generate Figure 1.1. As we can see from the figure, heuristic search would explore millions of nodes as the problem size increases. For real-world applications, heuristic search would become prohibitively expensive once the problem reaches certain size.
Bloated State Space

Heuristic search algorithms map states in planning tasks to states in search space. Under this mapping, states that are inherently equivalent can be mapped to different states, leading to an excessive amount of equivalent states in the state space. This can be illustrated by the Gripper domain in the Third International Planning Competition (IPC 3) [1]. In these problems, a robot with two hands can move balls between two rooms. In many of the problems, balls are symmetric in terms of initial state and goal conditions. For example, if the goal is to have \( n \) balls in room 2, and the initial state is to have all \( n \) balls in room 1, then any intermediate states with \( k \leq n \) balls in room 1 are effectively equivalent from the perspective of the robotic hand. However, when the problem is mapped to state space search, this equivalent class maps to \( \binom{n}{k} \) states in state space, such that ball 1 in room 1 and ball 2 in room 2 is different than ball 1 in room 2 and ball 2 in room 1.

The bloated search space resulting from the equivalent states poses a fundamental challenge for state space search. Large-scale planning problems have similar structures
that can be exploited to reduce the size of the search space. In this thesis, I will study a family of space reduction techniques called partial order reduction that utilizes the relation between states, such that heuristic search only needs to examine one state in each equivalent class. The partial order reduction techniques presented in this thesis would accelerate heuristic search by pruning out states that do not need to be examined by heuristic search.

**Imperfect Heuristics**

Heuristic functions, in essence, estimate distances from any state to goal. Many heuristic functions have been proposed for solving automated planning problems. In general, heuristics that estimate distances more accurately lead to smaller search spaces. In the ideal case, the perfect heuristic function can guide the search procedure to goal states directly since it reveals the best successor to visit at each state along the path to goal. However, it is practically unattainable to construct the perfect heuristic function for general planning problems, as finding the perfect heuristic function for any state in the search space is equivalent to solving the planning problem itself.

It is a well-known phenomena that the number of states examined by heuristic search grow exponentially with the problem size when imperfect heuristics are used. As we take a closer look at the search process, we find that heuristic search does not progress at an even speed towards the goals. Instead, heuristic search hits plateau when heuristic functions are not informative. The resulted plateau exploration constitutes most computation in heuristic search, and that leads to high computational costs in heuristic search.

If we can reduce the amount of computation spent on plateau exploration during heuristic search, we can reduce the overall computational cost of heuristic search and accelerate heuristic search. *In this thesis, I will study approaches to accelerate plateau exploration for heuristic search, such that the overall computational cost for heuristic search is reduced.*
Hight Computational Costs

The high computational cost heuristic search severely limits its applicability to large-scale problems. A natural way to improve the efficiency of heuristic search is to utilize advanced, more powerful computing platforms. To this end, parallel heuristic search algorithms that are suitable for parallel and multi-core machines have been long and extensively studied. However, expensive computing infrastructures, such as supercomputers and large-scale clusters, are traditionally available to only a limited number of projects and researchers. As a result, many users with access to only commodity computers and clusters cannot benefit from the efficiency improvements of high-performance heuristic search algorithms to solve large-scale planning problems.

Cloud computing provides an attractive, highly accessible alternative to other traditional high-performance computing platforms. In cloud computing, resources can be leased from large data centers on a pay-as-you-go basis. This allows small teams and even a single user to routinely have access to the same large-scale computing facilities used by large companies and organizations.

Given the high accessibility of cloud computing and the fact that combinatorial search is ubiquitous in engineering and in various applications involving decision making, if we can significantly improve the efficiency of heuristic search in the cloud, the cloud-based algorithms can be routinely used by all users and may fundamentally change the landscape of AI planning applications. In this thesis, I will study search algorithms that take advantage of cloud computing. I will also implement tools and systems for solving planning problems in the cloud such that users and planning researchers can take advantage of the cloud computing infrastructure.

1.3 Contributions

This thesis is based on the premise that we do not have the perfect heuristic functions in heuristic search. By recognizing the imperfection of heuristic functions, we focus on techniques to reduce the size of the search space in heuristic search. Search-space
reduction (i.e. space reduction) approaches proposed in this thesis can be classified into two categories: partial order reduction techniques that take advantage of the overall problem structure, and local space reduction techniques that utilize the heuristic information in a local region.

In this thesis, we study the equivalence relation between states, based on partial order analysis of actions and of states. Partial order analysis enables search algorithms to explore only a subset of states, without compromising the completeness or optimality of search. We propose theories and algorithms that can automatically discover the partial order relations between states, even before search starts. During the heuristic search process, we utilize these partial order relations to impose orders between states and their corresponding actions, such that only a subset of the search space is explored, regardless of the heuristic functions used. We show that the proposed approaches can prune search space efficiently and effectively, without sacrificing the completeness of search nor the quality of the final solutions.

To reduce the search space in a local region during heuristic search, we study the behavior of heuristic search in local regions when heuristic functions are not informative. We propose a random walk based search framework that can work together with any existing deterministic search to escape from local plateau. Using the proposed algorithms, we participated in the Seventh International Planning Competition (IPC 7), with results showing that our algorithms perform competitively among other state-of-the-art heuristic search planners.

Finally, we present the portfolio stochastic search framework that takes advantage of cloud computing. Cloud typically has an abundance of computing cores but has high communication latency between nodes. We implement the portfolio stochastic search algorithm in both a local cluster, as well as the Windows Azure cloud platform. We show that our algorithms achieve superior, in many cases super linear, speedups in the cloud platform. We also show that our scheme is accessible and economically sensible for planning users and researchers.

This dissertation contains material from, and extends, the following publications:

I refined the algorithm, implemented all the code and proved the completeness of the algorithm. I also conducted the experiments and gathered the results.


  - I implemented the random walk part of the algorithm, the communication mechanism between the deterministic search and random walk, and pair-programmed with Lu during the development process.


  - I implemented the algorithm in Windows Azure and conducted all experiments for Azure.

### 1.4 Dissertation Outline

This dissertation is organized as follows.

In Chapter 2, we give a brief introduction to the background and terminology. In particular, we introduce the SAS+ formalism for classic planning problems, as well as domain transition graphs.
In Chapter 3, we introduce Stratified Planning, one of the first attempts to conduct partial order reduction for planning. We explain the stratified planning algorithm as well as the correctness of it in pruning search spaces. In Chapter 4, we go further and introduce a general theory for conducting partial order reduction for planning. We establish the connections between the existing partial order reduction techniques for planning and the stubborn set theory for model checking. We also present a new algorithm based on the new theory, and show its effectiveness in accelerating heuristic search for planning through experimental results.

In Chapter 5, we focus on accelerating heuristic search when it is stuck on plateau exploration. We employ random walks as a way to assist heuristic search in escaping from traps or blocks during search. Competition results from the Seventh International Planning Competition are also presented to show the effectiveness of our algorithms.

In Chapter 6, we apply the sequential stochastic search algorithms to the cloud environment, and discuss the advantages of dovetailing parameter settings in the portfolio stochastic search algorithm. We also present our system implementations in the Windows Azure platform and report the experimental results by running the portfolio search algorithm using up to 120 computational nodes in the cloud.
Chapter 2

Background and Related Works

2.1 SAS+ Planning

This thesis is focused on solving classic planning problems. Classical planning is the most fundamental form of planning, which deals with only propositional logic. In addition to classical planning, there are temporal planning (problems with temporal conditions) and probabilistic planning (problems with probabilistic instead of deterministic action effects).

We work on the SAS+ formalism [42] of classical planning. SAS+ formalism has recently attracted attention due to a number of advantages it has over the traditional STRIPS [24] formalism for classic planning. In the following, we review this formalism and introduce the notations used in this thesis.

Definition 1 A SAS+ planning task \( \Pi \) is defined as a quintuple \( \Pi = \{X, \emptyset, S, s^j, s^g\} \).

- \( X = \{x_1, \ldots, x_N\} \) is a set of multi-valued state variables, each with an associated finite domain \( \text{Dom}(x_i) \).

- \( \emptyset \) is a set of actions and each action \( o \in \emptyset \) is a tuple \( (\text{pre}(o), \text{eff}(o)) \), where both \( \text{pre}(o) \) and \( \text{eff}(o) \) define some partial assignments of state variables in the form \( x_i = v_i, v_i \in \text{Dom}(x_i) \).
\( S \) is the set of states. A state \( s \in S \) is a full assignment to all state variables. \( s^3 \in S \) is the initial state. \( s^5 \) is a partial assignment that defines the goal. A state \( s \) is a goal state if \( s^5 \subseteq s \).

For a SAS+ planning task, a given state \( s \) and an action \( o \), when all variable assignments in \( \text{pre}(o) \) are met in state \( s \), action \( o \) is applicable in state \( s \). After applying \( o \) to \( s \), the state variable assignment will be changed to a new state \( s' \) according to \( \text{eff}(o) \): the state variables that appear in \( \text{eff}(o) \) will be changed to the assignments in \( \text{eff}(o) \) while other state variables remain the same. We denote the resulting state after applying an applicable action \( o \) to \( s \) as \( s' = \text{apply}(s, o) \). \( \text{apply}(s, o) \) is undefined if \( o \) is not applicable in \( s \). The planning task is to find a path, or a sequence of actions, that transition the initial state \( s^3 \) to a goal state that includes \( s^5 \).

An important structure for a given SAS+ task is the domain transition graph (DTG) defined as follows:

**Definition 2** For a SAS+ planning task, each state variable \( x_i \) \((i = 1, \cdots, N)\) corresponds to a domain transition graph (DTG) \( G_i \), a directed graph with a vertex set \( V(G_i) = \text{Dom}(x_i) \cup v_0 \), where \( v_0 \) is a special vertex, and an edge set \( E(G_i) \) determined by the following.

- If there is an action \( o \) such that \((x_i = v_i) \in \text{pre}(o)\) and \((x_i = v'_i) \in \text{eff}(o)\), then \((v_i, v'_i)\) belongs to \( E(G_i) \) and we say that \( o \) is associated with the edge \( e_i = (v_i, v'_i) \) (denoted as \( o \models e_i \)). It is conventional to call the edges in DTGs transitions.

- If there is an action \( o \) such that \((x_i = v'_i) \in \text{eff}(o)\) and no assignment to \( x_i \) is in \( \text{pre}(o) \), then \((v_0, v'_i)\) belongs to \( E(G_i) \) and we say that \( o \) is associated with the transition \( e_i = (v_0, v'_i) \) (denoted as \( o \models e_i \)).

Intuitively, a SAS+ task can be decomposed into multiple objects, each corresponding to one DTG, which models the transitions of the possible values of that object.
2.2 Heuristic Search for Planning

As mentioned in the previous chapter, heuristic search is one of the most popular approaches to automated planning. A heuristic function $h$ that maps any state to a real number is used in search to estimate the distance from a state to goal. In other words, for any state $s$, its heuristic value $h(s)$ is an approximation for $d(s)$, the distance from state $s$ to goal. Namely, $h(s) \approx d(s)$, or $h(s) = d(s) + \omega$ where $\omega$ is a random variable whose distribution $\Omega$ is solely determined by the heuristic algorithm. A heuristic function is admissible if and only if $h(s) \leq d(s)$ for any $s$, or $\omega \leq 0$ for all $\omega$ in $\Omega$.

For a classical planning task, its state space is a directed graph $\mathcal{S}$ in which each state $s$ is a vertex and each directed edge $(s, s')$ represents an action. There is an edge $(s, s')$ if and only if there exists an action $a$ such that $s'$ is the resulting state after applying action $a$ to $s$. State $s'$ is also called a successor state of $s$.

Heuristic search uses heuristic functions to guide the exploration of search space to arrive at goal states. A data structure called the open list, usually implemented as a priority queue, is used to store any states that are ready to be explored. At the beginning of a search, the initial state $s_0$, along with its heuristic value $h(s_0)$, is inserted into the open list. At each step of the heuristic search, the state with the smallest heuristic value is explored, meaning it is removed from the open list to check if it is a goal state. If not, all of its successors, along with their heuristic values, are inserted into the open list for later exploration. The state itself is inserted into the closed list.

Algorithm 1 shows the general framework of heuristic search. In this algorithm, heuristic function is used to decide which state REMOVE-FIRST should yield. For instance, the above algorithm becomes best-first search if nodes in the open list are sorted by their heuristic values. Algorithm 1 becomes $A^*$ search when the heuristic function is admissible and nodes in the open list are stored by $f(s) = g(s) + h(s)$, where $g$ is the distance from the initial state to $s$, and $h(s)$ is the heuristic value for state $s$. 
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Algorithm 1: Heuristic Search Procedure

Input: problem, open
Output: found or failure

closed $\leftarrow \emptyset$
insert INITIAL STATE to open ;
while True do
  if open is empty then
    return failure
  end
  node $\leftarrow \text{REMOVE-FIRST (open)}$
  if node is Goal then
    return found
  end
  if node is not in closed then
    add node to closed ;
    insert SUCCESSOR(node) and their heuristics to open ;
  end
end

2.2.1 Notable Heuristics

Most of the award-winning planners of the International Planning Competitions (IPCs) are using the heuristic search framework. The success of heuristic search planners is largely linked to the development of high quality heuristic functions, here follows a brief overview.

Deletion Relaxation

In SAS+ planning tasks, when an operator $o$ is applied to state $s$, it changes the value of state variable $x_i$ from $v_i$ to $v'_i$ according to eff($o$). By allowing state variable $x_i$ to be both $v_i$ and $v'_i$ after applying $o$, planning task $\Pi(s)$ is relaxed to a new task $\Pi^+(s)$ such that every solution to $\Pi(s)$ is also a solution to $\Pi^+(s)$. This way, the optimal solution cost of $\Pi^+(s)$, denoted by $h^+(s)$, can thus be used as an admissible heuristic for $\Pi(s)$. However, calculating $h^+$ itself is NP-hard and thus impractical. Heuristic functions such as $h_{add}$ and $h_{max}$ approximate $h^+$ by estimating the cost of achieving certain goals [10]. The heuristic function used in the Fast Forward [39] planner, $h_{ff}$,
approximates $h^+$ by extracting an explicit solution. Other heuristic functions based on deletion relaxation include additive $h_{max}$ [21] and $h_{LM-cut}$ [34].

**Causal Graph Relaxation**

The $h_{cg}$ heuristic used in the Fast Downward planning system utilizes a data structure called *causal graph* for heuristic calculation [33]. It relaxes the planning task from $\Pi(s)$ to $\Pi_{cg}(s)$ by ignoring certain dependencies between state variables, such that the final causal graph is acyclic. Similar to $h_{ff}$, the goal distance at $s$ is estimated by finding a plan for the relaxed task $\Pi_{cg}(s)$. An improved version of $h_{cg}$, $h_{sea}$, is able to handle causal graphs with cyclic links. Since both heuristics assume that the cost function is additive when multiple goals are present, they are not guaranteed to be admissible.

**Landmark Relaxation**

The landmark counting heuristic used in the LAMA planner [63], $h_{tm}$, relies on the counting of landmarks that have not been visited so far. Heuristic $h_{tm}$ is inadmissible and path-dependent because it relies on the path so far to determine the number of landmarks that have not yet been reached. An admissible version of $h_{tm}$ is proposed by Karpas et al. [43], which uses action cost partitioning. Yet another admissible heuristic called “merge-and-shrink” was developed based on abstraction of domain transitions [36], which dominates the admissible landmark heuristics [35].

### 2.2.2 Helpful Actions and Multiple Heuristics

Heuristics such as $h_{ff}$ and $h_{cg}$ not only give estimations of goal distances, but also provide solutions to the relaxed problems. It is likely that actions appearing in the solution to the relaxed problems are also part of the solution to the original problems. Search algorithms can use these actions as extra information to improve search efficiency. Applicable actions that are part of the solution are considered *helpful actions* and can be given preference during search. This technique is used in both
Fast Forward and Fast Downward planners. Helpful actions are extremely useful for non-optimal planners [62], and they are helpful when heuristic calculation is deferred to when the state is explored [40, 33].

Since the debut of Fast Downward, it has also become commonplace for planners to utilize multiple heuristics during search. The premise is that certain heuristics may become uninformative in certain regions of the search space. By having multiple open lists ordered using different heuristics, when a heuristic function becomes uninformative or misleading, search can still make progress using other heuristics.

2.3 Notable Non-heuristic Techniques

In this section we review techniques that are orthogonal to the design of better heuristics.

**Symmetry.** Symmetry detection is a way to reduce search space [25]. It finds symmetric objects (DTGs in SAS+ formalism) and actions that are indistinguishable with respect to initial state and goal. However, this method proposed by Fox and Long [25] can only detect symmetry from the specification of initial and goal states, and may miss many symmetries.

**Factored planning.** Factored planning [6, 11, 44] is a class of search algorithm that exploits the decomposition of state space. Factored planning finds all the subplans for each individual subgraph and tries to merge them. There are some limitations of factored planning. The most notable is that search becomes prohibitively expensive when there are many subplans in each subgraph, and not every subgraph has goal states. Although factored planning has shown potential on some domain-dependent studies, its practicality for general domain-independent planning has not been established yet.

**Partial order reduction.** Partial order reduction (POR) is a way to reduce the search cost for classical planning [17, 18]. It allows a search to explore only part of the entire search space while still maintaining completeness and/or optimality. The idea is to enforce partial orders between states during search. POR algorithms have
been extensively studied for model checking [74, 20], which also requires examining a state space in order to prove certain properties. Model checking is not practical without POR due to its time complexity [27, 28, 76, 26, 58, 41].

**Stochastic search.** An alternative to deterministic search is stochastic search. One representative stochastic search algorithm is called the “Monte-Carlo Random Walk algorithm (MCRW)”.

A *random walk* in state space is a trajectory of states that are linked by random actions. An MCRW starts from a known state, usually the initial state, by applying random actions to known states, generates a random walk in the search space, and terminates when a goal state is found in the walk. Stochastic search has been used by some of the leading planners in the Seventh International Planning Competition (IPC 7) [56, 52, 77].
Chapter 3

Accelerating Heuristic Search with Stratified Planning

Most planning problems have strong structures. They can be decomposed into sub-domains with causal dependencies. The idea of exploiting the domain decomposition has motivated previous work such as hierarchical planning and factored planning. However, these algorithms require extensive backtracking and lead to few efficient general-purpose planners. On the other hand, heuristic search has been a successful approach to automated planning. The domain decomposition of planning problems, unfortunately, is not directly and fully exploited by heuristic search.

We propose a novel and general framework to exploit domain decomposition. Based on a structure analysis on the SAS+ planning formalism, we stratify the sub-domains of a planning problem into dependency layers. By recognizing the stratification of a planning structure, we propose a space reduction method that expands only a subset of executable actions at each state. This reduction method can be combined with state-space search, allowing us to simultaneously employ the strength of domain decomposition and high-quality heuristics. We prove that the reduction preserves completeness and optimality of search and experimentally verify its effectiveness in space reduction.
3.1 Introduction

We have witnessed significant improvement of the capability of automated planners in the past decade. Heuristic search remains one of the key, general-purpose approaches to planning. The performance improvement is largely due to the development of high-quality heuristics. However, as shown by recent work, only developing better heuristics has some fundamental limitations [37]. Heuristic planners still face scalability challenges for large-scale problems. It is important to develop new, orthogonal ways to improve the efficiency, among which domain decomposition has been an attractive idea to planning researchers.

A representative work based on domain decomposition is the automated hierarchical planning method [46, 49] that utilizes hierarchical factoring of planning domains. However, it typically does not scale well since it requires extensive backtracking across subdomains. Another work is the factored planning approach [6, 11, 44] that finds subplans for each subproblem before merging some of them into one solution plan. However, the method requires either enumerating all subplans for each subproblem, which is very expensive, or extensive backtracking. Also, it faces difficulties involved with the length bound of the subplans. It is yet to be investigated if factored planning can give rise to a practically competitive approach for general-purpose planning.

In this chapter, we propose a novel way to utilize the domain structure. Our key observation is that normally a planning problem \( P \) can be stratified into multiple sub-domains \( P_1, P_2, \ldots, P_k \) in such a way that, for \( i < j \), the actions in \( P_i \) may require states in \( P_j \) as preconditions, but not vice versa. We then investigate the intriguing problem: given a stratification of a planning problem, can we make the search faster?

We develop a completeness-preserving space reduction method based on stratification. Our observation is, in standard search algorithms, each state is composed of the states of the sub-domains \( P_1, \ldots, P_k \), and the search will expand the applicable actions in all the sub-domains \( P_1, \ldots, P_k \), which is often unnecessary. We propose a fundamental principle for systems that can be stratified into layers of sub-domains. Due to the one-way-ness of the dependencies across the stratified layers, the search can expand only those actions in a subset of the sub-domains. In principle, if the preceding action
a of a state is at layer \( j \), \( 1 \leq j \leq k \), we only expand actions at layer \( j \) to \( k \) and those actions that have direct causal relations with \( a \) at other layers. We prove that such a reduced expansion scheme preserves completeness (and consequently, optimality) of search algorithms.

The proposed scheme has a number of advantages. The reduction method is embedded inside a heuristic search. Therefore, 1) since most domains can be stratified, the method can effectively prune a lot of redundant paths, leading to significant reduction of search costs; 2) in the worst-case when the method cannot give any reduction (such as when all the subdomains are in one dependency closure and cannot be stratified), the search will expand the same number of nodes as the original search; 3) the method leverages the highly sophisticated heuristic functions. Thus, this scheme seems more practical than those methods that explicitly use a decomposition-based search, such as factored planning and hierarchical planning. It combines the strength of both heuristic search and domain decomposition and adapts to the domain structure.

In summary, our main contributions are:

- We propose an automatic and domain-independent stratification analysis that gives vital structural information of a planning problem.
- We tackle the problem of reducing search cost from a novel perspective. We propose a space reduction method that can be embedded seamlessly to existing search algorithms. Our approach is orthogonal to the development of more powerful search algorithms and more accurate heuristics.
- We prove that a search algorithm combined with our reduction method is complete (respectively optimal) if the original search is complete (respectively optimal).
- We show that two implementations of the proposed framework can improve the search efficiency on various planning domains.
3.2 Stratified Planning

For a given state $s$ and an action $o$, when all variable assignments in $pre(o)$ are met in state $s$, action $o$ is applicable at state $s$. After applying $o$ to $s$, the state variable assignment will be changed to a new state $s'$ according to $eff(o)$. We denote the resulting state of applying an applicable action $o$ to $s$ as $s' = apply(s, o)$.

For a SAS+ planning task, for an action $o \in \mathcal{O}$, we define the following:

- The dependent variable set $dep(o)$ is the set of state variables that appear in the assignments in $pre(o)$.
- the transition variable set $trans(o)$ is the set of state variables that appear in both $pre(o)$ and $eff(o)$.
- the affected variable set $aff(o)$ is the set of state variables that appear in the assignments in $eff(o)$.

Note that $trans(o)$ might be $\emptyset$, and it is always true that $trans(o) \subseteq dep(o)$ and $trans(o) \subseteq aff(o)$.

Definition 1 Given a SAS+ planning task $\Pi$ with state variable set $X$, its causal graph ($CG$) is a directed graph $CG(\Pi) = (X, E)$ with $X$ as the vertex set. There is an edge $(x, x') \in E$ if and only if $x \neq x'$ and there exists an action $o$ such that $x \in aff(o)$ and $x' \in dep(o)$, or, $x \in aff(o)$ and $x' \in aff(o)$.

Intuitively, the nodes in the CG are state variables and the arrows in $CG$ describe the dependency relationships between variables. If the CG contains an arc from $x_i$ to $x_j$, then a value change of $x_j$ will possibly affect the applicability of some action $o$ that involves a transition of $x_i$. Figure 3.1a shows the CG of an instance (Truck-02) of the Truck planning domain used in the 5th International Planning Competition (IPC5) [3]. State variables that define the goal state are in a darker color.
3.2.1 Stratification of Planning Problems

Now we propose our stratification analysis. Given a SAS+ task, usually its CG is not acyclic, which leads to cyclic causal dependencies among some of (but often not all) the state variables. We propose a strongly connected component analysis on CG.

A directed graph is called strongly connected if there is a path from each vertex in the graph to every other vertex. For a directed graph, a strongly connected component (SCC) is a maximal strongly connected subgraph. A directed graph can be uniquely decomposed into several SCCs. A partition of a set X is a set of nonempty subsets of X such that every element x in X is in exactly one of these subsets.

**Definition 2 (Component Set)** Given a SAS+ planning task \( \Pi \) and its causal graph \( CG(\Pi) = (X, E) \), the component set \( \mathcal{M}(\Pi) \) is the partition of X such that all the elements in each \( m \in \mathcal{M}(\Pi) \) are in the same SCC of \( CG(\Pi) \).

**Definition 3 (Contracted Graph)** Given a directed graph \( G = (V, E) \), a contracted graph of \( G \) is a directed graph \( G' = (V', E') \), where each \( v' \in V' \) is a subset of \( V \) and \( V' \) is a partition of \( V \). There is an arc \( (v', w') \in E' \) if and only if there exist \( v \in v' \) and \( w \in w' \) such that \( (v, w) \in E \).

**Definition 4 (Contracted Causal Graph (CCG))** Given a SAS+ planning task \( \Pi \), its contracted causal graph \( CCG(\Pi) = (V, E) \) is a contracted graph of \( CG(\Pi) \) such that \( V = \mathcal{M}(\Pi) \).

Figure 3.1b shows the corresponding CCG of Figure 3.1a. Each vertex in the CCG may contain more than one state variable. Intuitively, given the CG of a graph, we find its SCCs and contract each SCC into a vertex. The resulting graph is the CCG. Figure 3.2 shows the CCG of some other domains. The CCG plays the central role in our structural analysis. It has an important property.

**Proposition 1** For any SAS+ planning task \( \Pi \), \( CCG(\Pi) \) is a directed acyclic graph (DAG).
Figure 3.1: The causal graph, contracted causal graph and stratification of Truck-02.
The above statement is true because if the CCG contains a cycle, then all the vertices on that cycle are strongly connected and should be contracted into one SCC. Therefore, we see that although there are dependency cycles in the CG, there is no cycle after we contract each SCC to one vertex. A topological sort on the CCG gives an list of the SCCs, ordered by dependency relations. Stratification can be viewed as a generalization of topological sort.

Figure 3.2: The CCGs of some instances of several planning domains. Each SCC is labelled by \(x<y>\), where "\(x\)" is the index for the SCC and "\(y\)" is the number of state variables in the SCC. The SCCs that contain goals are in a darker color.

**Definition 5 (Stratification)** Given a DAG \(G = (V, E)\), a stratification \(\text{Str}(G)\) of \(G\) is a tuple \((U, \mathcal{L})\), where \(U = \{u_1, \cdots, u_k\}\) is a partition of \(V\). \(U\) satisfies that there do not exist \(i, j, 1 \leq i < j \leq k\), \(v_i \in u_i\), and \(v_j \in u_j\) such that \((v_j, v_i) \in E\). The function \(\mathcal{L} : V \mapsto \mathbb{N}^+\) is called the layer function. \(\mathcal{L}(v) = k\) for any \(v \in V\) and \(v \in u_k\).

The stratification of a DAG \(G = (V, E)\) is not unique. A stratification \(\text{Str}(G) = (U, \mathcal{L})\) is called a \(k\)-stratification if \(|U| = k\). The upper bound of \(k\) is \(|V|\). When \(k = |V|\), \(U\) must be a topological sort of \(V\).
**Definition 6 (Stratification of a SAS+ Task)** Given a SAS+ planning task $\Pi$, a stratification of $\Pi$, denoted by $\text{Str}(\Pi)$, is a stratification of $\text{CCG}(\Pi)$.

Intuitively, a stratification of a CCG gives the flexibility to cluster state variables while pertaining to the topological order. There can be one-way dependency or no dependency, but no two-way dependency, between any two state variables at different layers under a stratification.

Figure 3.1c shows an example of stratification of the Truck-02 problem. Each SCC in Figure 3.1b is now assigned a layer and the topological order is maintained in the stratification. Basically, the requirement is that there is no arrow pointing from a larger-numbered layer to a smaller-numbered one.

The stratification defines the layer function for any state variable $x \in X$. Based on that, we can define the layer function $\mathcal{L}(o)$ for each action $o \in \mathcal{O}$.

**Definition 7 (Action Layer)** For a SAS+ task $\Pi$, given a stratification $\text{Str}(\Pi) = (\mathcal{U}, \mathcal{L})$, for an action $o \in \mathcal{O}$, $\mathcal{L}(o)$ is defined as $\mathcal{L}(x)$, for an arbitrary $x \in \text{trans}(o)$, if $\text{trans}(o)$ is nonempty; and $\mathcal{L}(o) = \infty$ if $\text{trans}(o) = \emptyset$.

We prove that $\mathcal{L}(o)$ is well-defined by showing that all $x \in \text{trans}(o)$ has the same $\mathcal{L}(x)$, for any action $o \in \mathcal{O}$.

**Proposition 2** For a SAS+ task $\Pi$, for an action $o \in \mathcal{O}$ with $\text{trans}(o) \neq \emptyset$, we have $\mathcal{L}(x_i) = \mathcal{L}(x_j), \forall x_i, x_j \in \text{trans}(o)$.

**Proof.** Since $x_j \in \text{trans}(o) \subseteq \text{dep}(o)$ and $x_i \in \text{trans}(o)$, by Definition 1, there is an arc from $x_j$ to $x_i$ in $\text{CG}(\Pi)$. Similarly, $x_i \in \text{trans}(o) \subseteq \text{dep}(o)$ and $x_j \in \text{trans}(o)$, an arc exists from $x_i$ to $x_j$ in $\text{CG}(\Pi)$. This implies that $x_i$ and $x_j$ are strongly connected in $\text{CG}(\Pi)$ and are elements in the same vertex of $\text{CCG}(\Pi)$. By Definition 5, we have $\mathcal{L}(x_i) = \mathcal{L}(x_j)$.

3.2.2 Stratified Planning Algorithm
Algorithm 2: Stratified Planning($\Pi$, $\text{Str}(\Pi)$)

**Input**: A SAS+ planning task $\Pi$ and a stratification $\text{Str}(\Pi) = (\mathcal{U}, \mathcal{L})$

**Output**: A solution plan

1. $\text{closed} \leftarrow$ an empty set;
2. insert the initial AS pair $(\text{no-op}, s_I)$ to $\text{open}$;
3. \textbf{while} $\text{open}$ is not empty \textbf{do}
   4. $(a, s) \leftarrow \text{REMOVE-FIRST}(\text{open})$;
   5. \textbf{if} $s$ is a goal state \textbf{then} return solution;
   6. \textbf{else}
      7. \textbf{if} $s$ is not in $\text{closed}$ \textbf{then}
         8. add $s$ to $\text{closed}$;
         9. $\mathcal{V}(a, s, \mathcal{L}) = \text{STRATIFIED-EXPANSION}(a, s, \mathcal{L})$;
      10. $\text{open} \leftarrow \text{open} \cup \mathcal{V}(a, s, \mathcal{L})$;
   11. \textbf{end}
4. \textbf{end}

Now we propose Stratified Planning in Algorithm 2. In fact, it is not a stand-alone algorithm but rather a space reduction method that can be combined with other search algorithms. It reduces the number of actions that need to be expanded at each state. The input of Algorithm 2 is a SAS+ task $\Pi$ and a stratification $\text{Str}(\Pi)$. It is a general framework where the $\text{open}$ list can be implemented as a stack, queue or priority queue. The $\text{open}$ list contains a list of states that are generated but not expanded.

**Definition 8** For the purpose of stratified planning, for each generated state $s$, we record an action-state (AS) pair $(a, s)$ in the open list, where $a$ is the action that leads to $s$ during the search. $a$ is called the leading action of $s$.

Each time during the search, a REMOVE-FIRST operation fetches one AS pair $(a, s)$ from the $\text{open}$ list, checks if the state $s$ is a goal state or is in the $\text{closed}$ list. If not, the STRATIFIED-EXPANSION operation will generate a set of AS pairs $(b, s')$ to be inserted to the $\text{open}$ list, where $s'$ is the resulting state of applying $b$ to $s$, i.e. $s' = \text{apply}(s, b)$.

The difference between stratified planning and a standard search is that, in standard search, we will expand all the actions that are applicable at $s$, while STRATIFIED-EXPANSION may not expand every applicable action.
Algorithm 3: Stratified Expansion \((a, s, \mathcal{L})\)

**Input:** An AS pair \((a, s)\) and the \(\mathcal{L}\) function

**Output:** The set \(\Psi(a, s, \mathcal{L})\) of successor AS pairs

1. \(\Psi \leftarrow \emptyset;\)
2. \textbf{foreach} applicable action \(b\) at \(s\) \textbf{do}
3. \hspace{1em} \textbf{if} \(\mathcal{L}(b) \geq \mathcal{L}(a)\) \textbf{then}
4. \hspace{2em} compute \(s' = \text{apply}(s, b);\)
5. \hspace{2em} \(\Psi \leftarrow \Psi \cup \{(b, s')\};\)
6. \hspace{1em} \textbf{else if} \(a > b\) \textbf{then}
7. \hspace{2em} compute \(s' = \text{apply}(s, b);\)
8. \hspace{2em} \(\Psi \leftarrow \Psi \cup \{(b, s')\};\)
9. \textbf{end}
10. \textbf{return} \(\Psi;\)

Since the initial state \(s_I\) has no leading action, a special action no-op is defined as its leading action and its layer is defined as 0.

**Definition 9 (Follow-up Action)** For a SAS+ task \(\Pi\), for two actions \(a, b \in \mathcal{O}\), \(b\) is a follow-up action of \(a\) (denoted as \(a \triangleright b\)) if \(\text{aff}(a) \cap \text{dep}(b) \neq \emptyset\) or \(\text{aff}(a) \cap \text{aff}(b) \neq \emptyset\). Any action is a follow-up action of no-op.

Given this definition, we can describe the STRATIFIED-EXPANSION operation, shown in Algorithm 3. Given a stratification \(\text{Str}(\Pi) = (\mathcal{U}, \mathcal{L})\), the procedure of STRATIFIED-EXPANSION is quite simple. For any AS pair \((a, s)\) to be expanded, for each action \(b \in \mathcal{O}\) that is applicable at \(s\), we consider two cases.

- If \(\mathcal{L}(b) \geq \mathcal{L}(a)\), we expand \(b\).
- If \(\mathcal{L}(b) < \mathcal{L}(a)\), we expand \(b\) only if \(b\) is a follow-up action of \(a\) \((a \triangleright b)\).

For any AS pair \((a, s)\), all the AS pairs expanded by STRATIFIED-EXPANSION forms the set \(\Psi(a, s, \mathcal{L})\).
3.2.3 Theoretical Analysis

Here, we show that stratified planning search preserves the completeness and optimality properties of the original search strategy, decided by the implementation of the open list and the evaluation function. For example, if the open list is a priority queue and the evaluation function is admissible, then the original search, with a full expansion at each state, is both complete and optimal.

Definition 10 (Valid Path) For a SAS+ task \( \Pi \) and a state \( s_0 \), a sequence of actions \( p = (o_1, \ldots, o_n) \) is a valid path if, let \( s_i = \text{apply}(s_{i-1}, o_i), i = 1, \ldots, n \), \( o_i \) is applicable at \( s_{i-1} \) for \( i = 1, \ldots, n \). We also say that applying \( p \) to \( s \) results in the state \( s_n \).

Definition 11 (Stratified Path) For a SAS+ task \( \Pi \), for a stratification \( \text{str}(\Pi) = (U, L) \) and a state \( s_0 \), a sequence of actions \( p = (o_1, \ldots, o_n) \) is a stratified path if it is a valid path and, let \( s_i = \text{apply}(s_{i-1}, o_i), i = 1, \ldots, n \), \( (o_i, s_i) \in \Psi(o_{i-1}, s_{i-1}, L) \) for \( i = 1, \ldots, n \), where \( o_0 = \text{no-op} \).

Intuitively, a stratified path is a sequence of actions that can possibly be generated by the stratified planning search.

Lemma 1 For path \( p = (a_1, \ldots, a_n) \) that is a valid path but not a stratified path, \( (a_i, s_i) \notin \Psi(a_{i-1}, s_{i-1}, L) \). Since \( p \) is not a stratified path, such an \( i \) must exist. Now we perform a swapping operation and obtain a path
\[ p' = (a_1, \ldots, a_{i-2}, a_i, a_{i-1}, a_{i+1}, \ldots, a_n). \]

We show that \( p' \) is also a valid path from \( s_0 \).

Proof. According to Algorithm 3, We must have that \( L(a_i) < L(a_{i-1}) \) and that \( a_i \) is not a follow-up action of \( a_{i-1} \). Since \( a_i \) is not a follow-up action of \( a_{i-1} \), according to Definition 9, \( \text{eff}(a_{i-1}) \) contains no assignment in \( \text{pre}(a_i) \). Therefore, since \( a_i \) is applicable at \( s_{i-1} \), which is \( \text{apply}(s_{i-2}, a_{i-1}) \), we know \( a_i \) is also applicable at \( s_{i-2} \).
Since $\mathcal{L}(a_i) < \mathcal{L}(a_{i-1})$, the SCC in $CCG(\Pi)$ that contains $a_{i-1}$ has no dependencies on the SCC that contains $a_i$. Therefore, $\text{eff}(a_i)$ contains no assignment in $\text{pre}(a_{i-1})$. Since the variable assignments in $\text{pre}(a_{i-1})$ is satisfied at $s_{i-2}$, it is also satisfied at $s' = \text{apply}(s_{i-2}, a_i)$. Hence, $a_{i-1}$ is applicable at $s'$.

From the above, we see that $(a_i, a_{i-1})$ is an applicable action sequence at $s_{i-2}$. Further, since $a_i$ is not a follow-up action of $a_{i-1}$, we have that $\text{aff}(a_i) \cap \text{aff}(a_{i-1}) = \emptyset$. Hence, applying $(a_i, a_{i-1})$ to $s_{i-2}$ leads to the same state as applying $(a_{i-1}, a_i)$, which is $s_i$. Therefore, $p'$ is a valid path from $s_0$.

**Theorem 1** Given a SAS+ planning task $\Pi$ and a stratification $\text{Str}(\Pi)$, for any state $s_0$ and any valid path $p_a = (a_1, \ldots, a_n)$ from $s_0$, there exists a stratified path $p_b = (b_1, \ldots, b_n)$ from $s_0$ such that $p_a$ and $p_b$ result in the same state when applied to $s_0$.

**Proof.** We prove by induction on the number of actions. When $n = 1$, since the only action in the path $p$ is a follow-up action of no-op, $p$ is also a stratified path. Now we assume the proposition is true for $n = k, k \geq 1$ and prove the case when $n = k + 1$.

For a valid path $p^0 = (a_1, \ldots, a_{k+1})$, by our induction hypothesis, we can permute the first $k$ actions to obtain a stratified path $(a_1^1, \ldots, a_k^1)$.

Now we consider a new path $p^1 = (a_1^1, \ldots, a_k^1, a_{k+1})$. If we have $\mathcal{L}(a_{k+1}) \leq \mathcal{L}(a_k^1)$, or $\mathcal{L}(a_{k+1}) > \mathcal{L}(a_k^1)$ and $a_{k+1}$ is a follow-up action of $a_k^1$, then $p^1$ is already a stratified path.

Now we focus on the case where $\mathcal{L}(a_{k+1}) > \mathcal{L}(a_k^1)$ and $a_{k+1}$ is not a follow-up action of $a_k^1$. Consider a new path $p^2 = (a_1^1, \ldots, a_{k-1}^1, a_{k+1}, a_k^1)$. From Lemma 1, we know that $p^2$ is a valid path leading to the same state as $p^1$ does.

By our induction hypothesis, we can permute the first $k$ actions of $p^2$ to obtain a stratified path $(a_1^2, \ldots, a_k^2)$. Define $p^3 = (a_1^2, \ldots, a_k^2, a_k^1)$. Comparing $p^2$ and $p^3$, we know that $\mathcal{L}(a_{k+1}) > \mathcal{L}(a_k^1)$, namely, the level of the last action in $p^2$ is strictly larger than that in $p^3$. We can repeat the above process to generate $p^4, p^5, \ldots$, as long as $p^j, (j \in Z^+)$ is not a stratified path. For each $p^j$, the
first $k$ actions is a stratified path. Also, every $p^j$ is a valid path that leads to the same state as $p^0$.

Since we know that the level of the last action in $p^j$ is monotonically decreasing as $j$ increases, such a process must stop in a finite number of iterations. Suppose it stops at $p^m = (a'_1, \ldots, a'_k, a'_{k+1}), m \geq 1$. We must have that $L(a'_{k+1}) \leq L(a'_k)$, or $L(a'_{k+1}) > L(a'_k)$ and $a'_{k+1}$ is a follow-up action of $a'_k$. Hence $p^m$ is a stratified path and we prove the induction step.

**Theorem 2** For a SAS+ task, a complete search is still complete when combined with **Stratified-Expansion**, and an optimal search is still optimal when combined with **Stratified-Expansion**.

**Proof.** For any search algorithm, we define its search graph as a graph where each vertex is a state and there is an arc from $s$ to $s'$ if and only if $s'$ is expanded as a successor state of $s$ during the search. For a complete search, if it can find a solution path $p$ in the original search graph, then according to Theorem 1, there is another path $p'$ in the search graph of the stratified search. Therefore, the complete search combined with **Stratified-Expansion** will find $p'$.

If a search is optimal, then when it is combined with **Stratified-Expansion**, it will find an optimal path $p'$ in the search graph of the stratified search. According to Theorem 1, if the length of the optimal path in the original search graph is $n$, there must exist a path in the search graph of the stratified search with length $n$. Hence, the length of $p'$ is $n$ and the new search is still optimal.

3.3 Experimental Results

We test on STRIPS problems in the recent International Planning Competitions (IPCs). We implement our stratification analysis and stratified search on of top the Fast Downward planner [33] which gives SAS+ encoding of planning problems. We still use the causal graph heuristic $h_{cg}$ and only modify the state expansion part. On a PC with a 2.0 GHz Xeon CPU and 2GB memory, we set a time limit of 300 seconds for all problem instances.
In practice, how to determine the granularity of stratification is an important issue. We test two extreme cases in our experiments. On one extreme, we test $\infty$-stratification, which performs a topological sort on the CCG and treats each SCC as a layer. This represents the finest granularity of stratification. On the other extreme, we test 2-stratification, which partitions the CCG into two layers and represents the coarsest granularity of stratification. We also implement a factor $\gamma, 0 < \gamma < 1$ for 2-stratification, which specifies the ratio of the number of state variables in Layer 1 to the total number of state variables. We topologically sort the CCG and find the dividing point that gives a ratio closest to $\gamma$. We use $\gamma = 0.7$ in our experiments.

The results are shown in Tables 3.1 and 3.2. We did not include certain domains, such as Pipesworld and Freecell, where the CG is only one SCC and cannot be stratified. We can see that both $\infty$-stratification and 2-stratification can give reduction for most problem instances. The reduction of the number of generated nodes can be more than an order of magnitude. Comparing $\infty$-stratification to 2-stratification, we see that they give similar performance. Despite the reduction in number of generated nodes, the CPU time reduction is more modest. This is due to the fact that our preliminary implementation is not efficient. For example, we check whether an action is a follow-up action of another one at each state, although a preprocessing phase will save much time. We will develop more efficient implementations in our future work.

### 3.4 Discussions and Summary

The idea of stratified planning can be explained by looking at a simple 2-stratification. In a 2-stratification, all the state variables are divided into two groups, $U_1$ and $U_2$, where $U_1$ depends on $U_2$. Therefore, during the search, whenever we expand an action $a$ in $U_2$, there are only two purposes: to transform a state in $U_2$ to a goal state, or to provide a precondition for an action in $U_1$. Therefore, we allow to further expand actions in $U_2$ but do not allow actions in $U_1$ except those directly supported by $a$. In other words, we do not expand any action in $U_1$ that is not a follow-up action of $a$ because it is a "loose" partial order that can be pruned.
From the above, we see that stratified search can avoid redundant orderings between ancestor/offspring SCCs. Besides that, another source of reduction is that stratified planning imposes certain partial orders between sibling SCCs. For example, in Figure 3.1a, the SCCs numbered 1 to 5 are siblings in the CCG. However, after we stratify the CCG as in Figure 3.1c, we impose certain partial orders. For example, we are forced to place actions in SCC 1 before SCC 5 whenever possible. Such a reduction can be significant for many domains.

Stratified search may also incorporate symmetry removal in some situations. For example, if three trucks $T_1, T_2, T_3$ are symmetric and can support the delivery of a package. If the stratification places the three trucks at different layers, then it effectively provides symmetry removal since we will try using $T_1$ before $T_2$ and before $T_3$ whenever possible. Also, stratified search seems to have an advantage in that it does not require the three objects to be absolutely symmetric for all the states and can adjust dynamically to the situation. For example, if at certain state $T_2$ has to be used due to certain constraints, stratified search will find such a solution since it is completeness preserving.

In summary, we have proposed stratified planning, a reduction method that exploits the domain structure. We have defined the stratification of a SAS+ task on top of its contracted causal graph. We have then proposed a space reduction method that exploits the one-way-ness of the dependencies between stratified layers and proved that the reduction method is optimality and completeness preserving. Our experimental results on recent IPC domains show that search can be made more efficient when the search space can be stratified into dependency layers.
<table>
<thead>
<tr>
<th>ID</th>
<th>Fast Downward</th>
<th>(\infty)-stratification</th>
<th>2-stratification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nodes</td>
<td>Time</td>
<td>Nodes</td>
</tr>
<tr>
<td>zenotravel1</td>
<td>10</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>zenotravel1</td>
<td>122</td>
<td>0</td>
<td>23</td>
</tr>
<tr>
<td>zenotravel3</td>
<td>723</td>
<td>0</td>
<td>236</td>
</tr>
<tr>
<td>zenotravel4</td>
<td>455</td>
<td>0</td>
<td>194</td>
</tr>
<tr>
<td>zenotravel5</td>
<td>884</td>
<td>0</td>
<td>479</td>
</tr>
<tr>
<td>zenotravel6</td>
<td>1895</td>
<td>0</td>
<td>785</td>
</tr>
<tr>
<td>zenotravel7</td>
<td>1468</td>
<td>0</td>
<td>883</td>
</tr>
<tr>
<td>zenotravel8</td>
<td>1795</td>
<td>0.04</td>
<td>1828</td>
</tr>
<tr>
<td>zenotravel9</td>
<td>2017</td>
<td>0.04</td>
<td>2938</td>
</tr>
<tr>
<td>zenotravel10</td>
<td>4218</td>
<td>0.05</td>
<td>8708</td>
</tr>
<tr>
<td>zenotravel11</td>
<td>3485</td>
<td>0.02</td>
<td>3429</td>
</tr>
<tr>
<td>zenotravel12</td>
<td>5002</td>
<td>0.06</td>
<td>7671</td>
</tr>
<tr>
<td>zenotravel13</td>
<td>9654</td>
<td>0.07</td>
<td>6911</td>
</tr>
<tr>
<td>zenotravel14</td>
<td>49266</td>
<td>0.26</td>
<td>49623</td>
</tr>
<tr>
<td>zenotravel15</td>
<td>23855</td>
<td>0.52</td>
<td>1254</td>
</tr>
<tr>
<td>drivelog1</td>
<td>355</td>
<td>0</td>
<td>51</td>
</tr>
<tr>
<td>drivelog2</td>
<td>1450</td>
<td>0</td>
<td>633</td>
</tr>
<tr>
<td>drivelog3</td>
<td>774</td>
<td>0</td>
<td>297</td>
</tr>
<tr>
<td>drivelog4</td>
<td>4692</td>
<td>0.01</td>
<td>1549</td>
</tr>
<tr>
<td>drivelog5</td>
<td>2879</td>
<td>0.01</td>
<td>576</td>
</tr>
<tr>
<td>drivelog6</td>
<td>2394</td>
<td>0</td>
<td>577</td>
</tr>
<tr>
<td>drivelog7</td>
<td>1707</td>
<td>0.02</td>
<td>4341</td>
</tr>
<tr>
<td>drivelog8</td>
<td>531</td>
<td>0</td>
<td>57006</td>
</tr>
<tr>
<td>drivelog9</td>
<td>18920</td>
<td>0.02</td>
<td>3808</td>
</tr>
<tr>
<td>drivelog10</td>
<td>10356</td>
<td>0.02</td>
<td>4317</td>
</tr>
<tr>
<td>drivelog11</td>
<td>3755</td>
<td>0.05</td>
<td>2435</td>
</tr>
<tr>
<td>drivelog12</td>
<td>64714</td>
<td>0.31</td>
<td>21252</td>
</tr>
<tr>
<td>drivelog13</td>
<td>10995</td>
<td>0.13</td>
<td>5659</td>
</tr>
<tr>
<td>drivelog14</td>
<td>14344</td>
<td>0.06</td>
<td>3195</td>
</tr>
<tr>
<td>drivelog15</td>
<td>140305</td>
<td>1.25</td>
<td>14371</td>
</tr>
<tr>
<td>drivelog16</td>
<td>1554010</td>
<td>44.49</td>
<td>180020</td>
</tr>
<tr>
<td>drivelog17</td>
<td>2218657</td>
<td>51.33</td>
<td>860136</td>
</tr>
</tbody>
</table>

Table 3.1: Comparison of Fast Downward and two stratification strategies. We give the number of generated nodes and CPU time in seconds. “-” means timeout after 300 seconds.
<table>
<thead>
<tr>
<th>ID</th>
<th>Fast Downward</th>
<th>(\infty)-stratification</th>
<th>2-stratification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nodes</td>
<td>Time</td>
<td>Nodes</td>
</tr>
<tr>
<td>depots1</td>
<td>117</td>
<td>0.01</td>
<td>34</td>
</tr>
<tr>
<td>depots2</td>
<td>1647</td>
<td>0.02</td>
<td>390</td>
</tr>
<tr>
<td>depots3</td>
<td>150297</td>
<td>3.28</td>
<td>42363</td>
</tr>
<tr>
<td>depots4</td>
<td>295799</td>
<td>6.16</td>
<td>53191</td>
</tr>
<tr>
<td>depots5</td>
<td>1754366</td>
<td>79.46</td>
<td>67146</td>
</tr>
<tr>
<td>depots7</td>
<td>926076</td>
<td>21.79</td>
<td>64395</td>
</tr>
<tr>
<td>depots10</td>
<td>-</td>
<td>-</td>
<td>21544464</td>
</tr>
<tr>
<td>tpp3</td>
<td>40</td>
<td>0</td>
<td>15</td>
</tr>
<tr>
<td>tpp4</td>
<td>67</td>
<td>0</td>
<td>24</td>
</tr>
<tr>
<td>tpp5</td>
<td>139</td>
<td>0</td>
<td>51</td>
</tr>
<tr>
<td>tpp6</td>
<td>1081</td>
<td>0.04</td>
<td>1132</td>
</tr>
<tr>
<td>tpp7</td>
<td>12444</td>
<td>0.11</td>
<td>1436</td>
</tr>
<tr>
<td>tpp8</td>
<td>20536</td>
<td>0.19</td>
<td>14060</td>
</tr>
<tr>
<td>tpp9</td>
<td>24641</td>
<td>0.3</td>
<td>4128</td>
</tr>
<tr>
<td>tpp10</td>
<td>298225</td>
<td>3.14</td>
<td>175383</td>
</tr>
<tr>
<td>truck3</td>
<td>6676</td>
<td>0.02</td>
<td>5475</td>
</tr>
<tr>
<td>truck4</td>
<td>991625</td>
<td>11.66</td>
<td>41066</td>
</tr>
<tr>
<td>truck5</td>
<td>13313</td>
<td>0.65</td>
<td>6561</td>
</tr>
<tr>
<td>truck6</td>
<td>238523</td>
<td>3.7</td>
<td>27267</td>
</tr>
<tr>
<td>truck7</td>
<td>612647</td>
<td>4.89</td>
<td>74485</td>
</tr>
<tr>
<td>truck8</td>
<td>22827</td>
<td>0.3</td>
<td>37491</td>
</tr>
<tr>
<td>truck9</td>
<td>-</td>
<td>-</td>
<td>5090375</td>
</tr>
<tr>
<td>truck10</td>
<td>-</td>
<td>-</td>
<td>528454</td>
</tr>
<tr>
<td>truck11</td>
<td>-</td>
<td>-</td>
<td>926217</td>
</tr>
<tr>
<td>truck12</td>
<td>-</td>
<td>-</td>
<td>928489</td>
</tr>
<tr>
<td>satellite01</td>
<td>226</td>
<td>0</td>
<td>97</td>
</tr>
<tr>
<td>satellite02</td>
<td>512</td>
<td>0</td>
<td>240</td>
</tr>
<tr>
<td>satellite03</td>
<td>1551</td>
<td>0.01</td>
<td>2168</td>
</tr>
<tr>
<td>satellite04</td>
<td>5036</td>
<td>0.01</td>
<td>2470</td>
</tr>
<tr>
<td>satellite05</td>
<td>7455</td>
<td>0.02</td>
<td>3674</td>
</tr>
<tr>
<td>satellite06</td>
<td>20452</td>
<td>0.04</td>
<td>10049</td>
</tr>
<tr>
<td>satellite07</td>
<td>52902</td>
<td>0.08</td>
<td>26212</td>
</tr>
<tr>
<td>satellite08</td>
<td>54250</td>
<td>0.11</td>
<td>27118</td>
</tr>
<tr>
<td>satellite09</td>
<td>104051</td>
<td>0.18</td>
<td>1268</td>
</tr>
<tr>
<td>satellite10</td>
<td>318621</td>
<td>1.54</td>
<td>129971</td>
</tr>
<tr>
<td>rover01</td>
<td>228</td>
<td>0</td>
<td>78</td>
</tr>
<tr>
<td>rover02</td>
<td>263</td>
<td>0</td>
<td>114</td>
</tr>
<tr>
<td>rover03</td>
<td>617</td>
<td>0</td>
<td>218</td>
</tr>
<tr>
<td>rover04</td>
<td>225</td>
<td>0</td>
<td>88</td>
</tr>
<tr>
<td>rover05</td>
<td>2106</td>
<td>0.01</td>
<td>763</td>
</tr>
<tr>
<td>rover06</td>
<td>419655</td>
<td>3.84</td>
<td>319506</td>
</tr>
<tr>
<td>rover07</td>
<td>3659</td>
<td>0.02</td>
<td>1396</td>
</tr>
<tr>
<td>rover08</td>
<td>20480</td>
<td>0.11</td>
<td>2736</td>
</tr>
<tr>
<td>rover09</td>
<td>-</td>
<td>-</td>
<td>6003</td>
</tr>
<tr>
<td>rover10</td>
<td>49789</td>
<td>0.3</td>
<td>22023</td>
</tr>
</tbody>
</table>

Table 3.2: Comparison of Fast Downward and two stratification strategies. We give the number of generated nodes and CPU time in seconds. "-" means timeout after 300 seconds.
Chapter 4

Accelerating Heuristic Search with Partial Order Reduction

Stratified Planning discussed in the last chapter is a type of partial order based reduction (POR) technique for search. Stratified Planning, together with the Expansion Core [18] algorithm, showed a new direction of research where we can reduce the search space that is an orthogonal and complementary approach to improving heuristics. POR has shown promise in speeding up heuristic searches.

Partial order reduction has been extensively studied in model checking research and is a key technique for enabling scalability of model checking systems. Although the POR theory has been extensively studied in model checking, it has never before been developed systematically for planning. In addition, the conditions for POR in the model checking theory are abstract and not directly applicable in planning. Previous works on POR algorithms for planning did not establish the connection between these algorithms and existing theory in model checking.

In this chapter, we develop a theory for POR in planning. The new theory we develop connects the stubborn set theory in model checking to POR methods in planning. We show that previous POR algorithms in planning can be explained by the new theory. Based on the new theory, we propose a new, stronger POR algorithm. Experimental results using the new algorithm show further search cost reduction in various planning domains.
4.1 Partial Order Reduction Theory for Planning

In this section, we will first introduce the concept of search reduction. Then, we will present a general POR theory for planning, which gives sufficient conditions that guide the design of practical POR algorithms.

4.1.1 Space Reduction for Planning

We first introduce the concept of search reduction that previously has been informally introduced [18, 17]. A standard search algorithm, such as breadth-first search, depth-first search, or $A^*$ search, needs to explore a state space graph. A reduction algorithm is an algorithm that reduces the state space graph into a subgraph, so that a search will be performed on the subgraph instead of the original state space graph. We first define the state space graph. In our presentation, for any graph $G$, we use $V(G)$ to denote the set of vertices and $E(G)$ the set of edges. For a directed graph $G$, for any vertex $s \in V(G)$, a vertex $s' \in V(G)$ is its successor if and only if $(s, s') \in E(G)$.

For a SAS+ planning task, its original state space graph is a directed graph $\mathcal{G}$ in which each state $s$ is a vertex and there is a directed edge $(s, s')$ if and only if there exists an action $o$ such that $\text{apply}(s, o) = s'$. We say that action $o$ marks the edge $(s, s')$.

**Definition 3** For a SAS+ planning task, for a state space graph $\mathcal{G}$, the successor set of a state $s$, denoted by $\text{succ}_\mathcal{G}(s)$, is the set of all the successor states of $s$. The expansion set of a state $s$, denoted by $\text{expand}_\mathcal{G}(s)$, is the set of actions

$$\text{expand}_\mathcal{G}(s) = \{ o \mid o \text{ marks } (s, s'), (s, s') \in E(\mathcal{G}) \}.$$ 

Intuitively, the successor set of a state $s$ includes all the successor states that shall be generated by a search upon expanding $s$, while the expansion set includes all the actions to be expanded at $s$.

In general, a reduction method is a method that maps the original state space graph $\mathcal{G}$ for a planning task to a subgraph of $\mathcal{G}$ called the reduced state space.
graph. POR algorithms remove edges from $G$. More specifically, each state $s$ is only connected to a subset of all its successors in the reduced state space graph. We note that, by removing edges, a POR algorithm may also reduce the number of vertices that are reachable from the initial state, hence reducing the number of nodes examined during the search process. The decision as to whether a successor state $s'$ would still be a successor in the reduced state space graph can be made locally by checking certain conditions related to the current state and some precomputed information. Hence, a POR algorithm can be combined with various search algorithms.

For a SAS+ planning task, a **solution sequence** in its state space graph $G$ is a pair $(s^0, p)$, where

- $s^0$ is a non-goal state,
- $p = (a_1, \ldots, a_k)$ is a sequence of actions, and,
- let $s^i = \text{apply}(s^{i-1}, a_i), i = 1, \ldots, k$, $(s^{i-1}, s^i)$ is an edge in $G$ for $i = 1, \ldots, k$ and $s^k$ is a goal state.

We now define a property of reduction methods.

**Definition 4** For a SAS+ planning task, a reduction method is **completeness-preserving** if for any solution sequence $(s^0, p)$ in the state space graph, there also exists a solution sequence $(s^0, p')$ in the reduced state space graph.

Similarly, a reduction method is **optimality-preserving** if, for any solution sequence $(s^0, p)$ in the state space graph, there also exists a solution sequence $(s^0, p')$ in the reduced state space graph satisfying that $p'$ has the same objective function value as $p$ does. In addition, a reduction method is **action-preserving** if, for any solution sequence $(s^0, p)$ in the state space graph, there also exists a solution sequence $(s^0, p')$ in the reduced state space graph satisfying that the actions in $p'$ are a permutation of the actions in $p$.

Clearly, being action-preserving is a sufficient condition for being completeness-preserving. When the objective function is action set invariant (such as optimizing plan length
or total action cost), being action-preserving is also a sufficient condition for being optimality-preserving. As a result, we prove the completeness-preserving or optimality-preserving attributes of POR algorithms by proving they are action-preserving.

4.1.2 Stubborn Set Theory for Planning

Among the many variations of POR methods in model checking, a popular and representative POR algorithm is the stubborn set method [67, 68, 69, 72, 70, 71]. We briefly introduce the idea of stubborn set and stubborn set method in model checking without distracting readers with technical details. In model checking, a stubborn set is a subset of applicable transitions for a state that satisfies a set of conditions.

For each state, a stubborn set method finds the stubborn set of each state and expands only the actions in the stubborn set during search. Conditions that define stubborn sets guarantee that important properties (such as deadlock preserving) are preserved under reduction. By expanding a small subset of applicable actions in each state, stubborn set methods can reduce the search space without compromising correctness for model checking. Since planning also examines a large search space, we develop a stubborn set theory for planning. To achieve this, we need to handle various subtle issues arising from the differences between model checking and planning. We first adapt the definition of stubborn set in model checking and define the concept of stubborn sets for planning.

Definition 5 (Stubborn Set for Planning) For a SAS+ planning task, a set of actions $T(s)$ is a stubborn set at a non-goal state $s$ if and only if

A1) For any action $b \in T(s)$ and actions $b_1, \ldots, b_k \notin T(s)$, if $(b_1, \ldots, b_k, b)$ is a prefix of a path from $s$ to a goal state, then $(b, b_1, \ldots, b_k)$ is a valid path from $s$ and leads to the same state that $(b_1, \ldots, b_k, b)$ does; and

A2) Any valid path from $s$ to a goal state contains at least one action in $T(s)$.

The above definition is schematically illustrated in Figure 4.1. Once we define the stubborn set $T(s)$ in each state $s$, we in effect reduce the state space graph to a
subgraph: only the edges corresponding to actions in the stubborn sets are kept in the subgraph. Also note that conditions for the stubborn set do not directly lead to an efficient procedure to decide whether a given set is a stubborn set or not. For instance, given a planning task and a state $s$, unless we have more information about paths from $s$ to a goal state, we cannot verify condition A2 in the above definition.

**Definition 6** For a SAS+ planning task, given a stubborn set $T(s)$ defined at each state $s$, the stubborn set method reduces its state space graph $G$ to a subgraph $G_r$ such that $V(G_r) = V(G)$ and there is an edge $(s, s')$ in $E(G_r)$ if and only if there exists an action $o \in T(s)$ such that $s' = \text{apply}(s, o)$.

A **stubborn set method for planning** is a reduction method that reduces the original state space graph $G$ to a subgraph $G_r$ according to Definition 6. In other words, a stubborn set method expands actions only in a stubborn set in each state. We will now show that such a reduction method preserves actions, hence, it also preserves completeness and optimality.

**Lemma 2** Any stubborn set method for planning is action-preserving.

**Proof:** We prove that for any solution sequence $(s^0, p)$ in the original state space graph $G$, there exists a solution sequence $(s^0, p')$ in the reduced state space graph $G_r$ resulting from the stubborn set method, such that $p'$ is a permutation of actions in $p$. We prove this fact by induction on $k$, the length of $p$. 

Figure 4.1: Illustration of condition A1 in Definition 5. The big circle on the left stands for the set of all applicable actions at state $s$, while the small circle stands for the stubborn set $T(s)$ of $s$. Action $b \in T(s)$ can always be swapped to the beginning of a path consisting of $b_i$s without affecting the final state.
When $k = 1$, let $a$ be the only action in $p$, according to the second condition in Definition 5, $a$ is in $T(s^0)$. Thus, $(s^0, p)$ is also a solution sequence in $\mathcal{G}_r$. Thus, a stubborn set method is action-preserving in the base case.

When $k > 1$, the induction assumption is that any solution path in $\mathcal{G}$ with length less than or equal to $k - 1$ has a permutation in $\mathcal{G}_r$ that leads to the same final state. Now we consider a solution sequence $(s^0, p)$ in $\mathcal{G}$: $p = (a_1, \ldots, a_k)$. Let $s^i = apply(s^{i-1}, a_i), i = 1, \ldots, k$. If $a_1 \in T(s)$, we can invoke the induction assumption for the state $s^1$ and prove our induction assumption for $k$.

We now consider the case where $a_1 \notin T(s)$. Let $a_j$ be the first action in $p$ such that $a_j \in T(s)$. Such an action must exist because of condition A2 in Definition 5.

Consider the sequence $p^* = (a_j, a_1, \ldots, a_{j-1}, a_{j+1}, \ldots, a_k)$. According to condition A1 in Definition 5, $(a_j, a_1, \ldots, a_{j-1})$ is also a valid sequence from $s^0$ which leads to the same state that $(a_1, \ldots, a_j)$ does. Hence, we know that $(s^0, p^*)$ is also a solution path. Therefore, let $s' = apply(s^0, a_j)$, we know $(a_1, \ldots, a_{j-1})$ is an executable action sequence starting from $s'$. Let $p^{**} = (a_1, \ldots, a_{j-1}, a_{j+1}, \ldots, a_k), (s', p^{**})$ is a solution sequence in $\mathcal{G}$. From the induction assumption, we know there is a sequence $p'$ which is a permutation of $p^{**}$, such that $(s', p')$ is a solution sequence in $\mathcal{G}_r$. Since $a_j \in T(s^0)$, we know that $a_j$ followed by $p'$ is a solution sequence from $s^0$ and is a permutation of actions in $p^*$, which is a permutation of actions in $p$. Thus, the stubborn set method is action-preserving.

Since being action-preserving is a sufficient condition for being completeness-preserving and optimality-preserving, when the object function is action set invariant, we have the following theorem.

**Theorem 3** A stubborn set method for planning is completeness-preserving. In addition, it is optimality-preserving when the objective function is action set invariant.

### 4.1.3 Commutativity in SAS+ planning

Theorem 3 shows that we can use a stubborn set method to reduce the search space. However, as we mentioned earlier, conditions for stubborn sets defined in Definition 5
are only necessary for a given stubborn set. These conditions do not directly lead to efficient algorithms for finding stubborn sets. In turn, we want to find efficient procedures for finding stubborn sets that facilitate state space search algorithms. In the following, we define several concepts that can lead to sufficient conditions for stubborn sets.

**Definition 7 (State-Dependent Commutativity)** For a SAS+ planning task, an ordered action pair \((a, b), a, b \in O\) is commutative in state \(s\), if \((a, b)\) is a valid path at \(s\) implies that \((b, a)\) is also a valid path at \(s\) that ends at the same state. We denote such a relationship by \(s : b \Rightarrow a\).

**Definition 8 (State-Independent Commutativity)** For a SAS+ planning task, an ordered action pair \((a, b), a, b \in O\) is commutative if, for any state \(s\), it is true that \(s : b \Rightarrow a\). We denote such a relationship by \(b \Rightarrow a\).

The order in the notation \(b \Rightarrow a\) suggests that we should always try only \((b, a)\) during the search instead of trying both \((a, b)\) and \((b, a)\). Also, not every state-dependent commutative action pair is state-independent commutative. For instance, in a SAS+ planning task with three state variables \(\{x_1, x_2, x_3\}\), action \(a\) with \(\text{pre}(a) = \{x_1 = 0\}, \text{eff}(a) = \{x_2 = 1\}\) and action \(b\) with \(\text{pre}(b) = \{x_2 = 1, x_3 = 2\}, \text{eff}(b) = \{x_3 = 3\}\) are commutative in state \(s_1 = \{x_1 = 0, x_2 = 1, x_3 = 2\}\) but not in state \(s_2 = \{x_1 = 0, x_2 = 0, x_3 = 2\}\) as \(b\) is not applicable in state \(s_2\). That is to say, \(b \Rightarrow a\) is only true in state \(s_1\) but not in state \(s_2\).

Although the conditions for state-independent commutativity are stronger, they greatly simplify the derivation of sufficient conditions for finding stubborn sets. Our ultimate results, however, only need to assume the state-dependent commutativity of action pairs.

**Definition 9 (State-Independent Commutative Set)** For a SAS+ planning task, a set of actions \(T(s)\) is a commutative set at state \(s\) if and only if

L1) For any action \(b \in T(s)\) and any action \(a \in O - T(s)\), if there exists a valid path from \(s\) to a goal state that contains both \(a\) and \(b\), then it is the case that \(b \Rightarrow a\); and
In this diagram, the left part plots the condition L1 in Definition 9 and the right part plots the strategy in the proof to Theorem 4. We swap action b with each $b_i$ during the constructive proof.

Figure 4.2: Illustration of commutative set.

A2) Any valid path from s to a goal state contains at least one action in $T(s)$.

Theorem 4 For a SAS+ planning task, for a state s, if a set of actions $T(s)$ is a state-independent commutative set, then it is also a stubborn set.

Proof: We only need to prove that L1 in Definition 9 implies A1 in Definition 5. The proof strategy is schematically shown in Figure 4.2.

For an action $b \in T(s)$ and actions $b_1, \cdots, b_k \notin T(s)$, if $(b_1, \cdots, b_k, b)$ is a prefix of a path from s to a goal state, then according to L1, we see that $b \Rightarrow b_i$, for $i = 1, \cdots, k$.

According to the definition of commutativity, we see that $b_k$ and $b$ can be swapped and that the resulting path $(b_1, \cdots, b, b_k)$ is still a valid path that leads to the same state that $(b_1, \cdots, b_k, b)$ does. We can subsequently swap $b$ with $b_{k-1}, \cdots$, and $b_1$ to obtain equivalent paths, before finally obtaining $(b, b_1, \cdots, b_k)$, as shown in the schematic illustration in the right part of Figure 4.2. Hence, we have shown that if $p = (b_1, \cdots, b_k, b)$ is a prefix of a path from s to a goal state, then $p' = (b, b_1, \cdots, b_k)$ is also a valid path from s that leads to the same state that $p$ does, which is exactly condition A1 in Definition 5.

From the proof above, we see that the requirement of state-independent commutativity in Definition 9 is unnecessarily strong. Instead, only certain state-dependent commutativity is necessary. In fact, when we change $(b_1, \cdots, b_k, b)$ to $(b_1, \cdots, b, b_k)$, we only require $s' : b \Rightarrow b_k$ where $s'$ is the state after $b_{k-1}$ is executed. Similarly, when
we change \((b_1, \cdots, b_k, b)\) to \((b_1, \cdots, b, b_{k-1}, b_k)\), we only require \(s'' : b \Rightarrow b_{k-1}\) where \(s''\) is the state after \(b_{k-2}\) is executed. Based on the above analysis, we can refine the sufficient conditions.

**Definition 10 (State-Dependent Commutative Set)** For a SAS+ planning task, a set of actions \(T(s)\) is a commutative set at state \(s\) if and only if

\[
L1') \quad \text{For any action } b \in T(s) \text{ and actions } b_1, \cdots, b_k \notin T(s), \text{ if } (b_1, \cdots, b_k, b) \text{ is a prefix of a path from } s \text{ to a goal state, then } s' : b \Rightarrow b_k, \text{ where } s' \text{ is the state after } (b_1, \cdots, b_{k-1}) \text{ is executed; and}
\]

\[
A2) \quad \text{Any valid path from } s \text{ to a goal state contains at least one action in } T(s).
\]

We only need to slightly modify the proof to Theorem 4 in order to prove the following theorem.

**Theorem 5** For a SAS+ planning task, for state \(s\), if a set of actions \(T(s)\) is a state-dependent commutative set, it is also a stubborn set.

The above result gives sufficient conditions for finding stubborn sets in planning. The concept of state-dependent commutative sets requires a less stringent condition than the state-independent commutative set. Such a nuance actually leads to different previous POR algorithms with varying performances. Therefore, it will result in smaller \(T(s)\) sets and stronger reduction. Next, we present our algorithm for finding such a set at each state to satisfy these conditions.

### 4.1.4 Determining Commutativity

Theorem 5 provides a key result for POR. However, the conditions in Definition 7 are still abstract and not directly implementable. The key issue is to efficiently find commutative action pairs. Now we give necessary and sufficient conditions for Definition 7 that can practically determine commutativity and facilitate the design of reduction algorithms.
Theorem 6 For a SAS+ planning task, for a valid action path \((a, b)\) in state \(s\), we have \(s : b \Rightarrow a\) if and only if \(\text{pre}(a)\) and \(\text{eff}(b)\), \(\text{pre}(b)\) and \(\text{eff}(a)\), \(\text{eff}(a)\) and \(\text{eff}(b)\) are all conflict-free and \(b\) is applicable at \(s\).

Proof: First, from the definition of \(s : b \Rightarrow a\), we know that action \(b\) is applicable in state \(\text{apply}(s, a)\). This implies that \(\text{pre}(b)\) and \(\text{eff}(a)\) are conflict-free. Symmetrically, since action \(a\) is applicable in state \(\text{apply}(s, b)\), \(\text{pre}(a)\) and \(\text{eff}(b)\) are also conflict-free. Now we prove \(\text{eff}(a)\) and \(\text{eff}(b)\) are conflict-free by contradiction. If \(\text{eff}(a)\) and \(\text{eff}(b)\) are not conflict-free, without loss of generality, we can assume that \(\text{eff}(a)\) contains \(x_i = v_i\) and \(\text{eff}(b)\) contains \(x_i = v'_i \neq v_i\). Thus, the value of \(x_i\) is \(v_i\) for state \(s^{ab} = \text{apply}(\text{apply}(s, a), b)\) and \(v'_i\) for state \(s^{ba} = \text{apply}(\text{apply}(s, b), a)\), i.e., \(s^{ab}\) is different than \(s^{ba}\). This contradicts our assumption that \(a\) and \(b\) are commutative. Thus, \(\text{eff}(a)\) and \(\text{eff}(b)\) are conflict-free.

Second, if \(b\) is applicable in \(s\), \(\text{apply}(s, b)\) is well-defined, and \(a\) is also applicable in state \(\text{apply}(s, b)\) as \(\text{pre}(a)\) and \(\text{eff}(b)\) are conflict-free. Hence, \((b, a)\) is a valid path at \(s\). Also, for any state variable \(x_i\), its value in states \(s^{ab} = \text{apply}(\text{apply}(s, a), b)\) and \(s^{ba} = \text{apply}(\text{apply}(s, b), a)\) are the same, because \(\text{eff}(a)\) and \(\text{eff}(b)\) are conflict-free. Therefore, we have \(s^{ab} = s^{ba}\). Hence, we have \(s : b \Rightarrow a\).

Theorem 6 gives necessary and sufficient conditions for deciding whether two actions are commutative or not. Based on this result, we later develop practical POR algorithms that find stubborn sets using commutativity.

4.2 Stubborn-Set Theory for Existing POR Algorithms

Previously, we have proposed two POR algorithms for planning: expansion core (EC) [18] and stratified planning (SP) [17], both of which showed good performance in reducing the search space. However, we did not have a unified theoretical background for them. We now explain how these two algorithms can be explained by our theory.
Figure 4.3: A SAS+ task with four DTGs. The dashed arrows show preconditions (prevailing and transitional) of each edge (action). Only dashed arrows between DTGs are shown. Actions are marked with letters a to f. We see that b and e are associated with more than one DTG.

### 4.2.1 Explanation of EC

Expansion core (EC) algorithm is a POR-based reduction algorithm for planning. We will see that, in essence, the EC algorithm exploits the SAS+ formalism to find a commutative set for each state. To describe the EC algorithm, we need the following definitions.

**Definition 11** For a SAS+ task, for each DTG $G_i$, $i = 1, \ldots, N$, for a vertex $v \in V(G_i)$, an edge $e \in E(G_i)$ is a **potential descendant edge** of $v$ (denoted as $v \prec e$) if 1) $G_i$ is goal-related and there exists a path from $v$ to the vertex that stands for a goal assignment in $G_i$ that contains $e$; or 2) $G_i$ is not goal-related and $e$ is reachable from $v$.

**Definition 12** For a SAS+ task, for each DTG $G_i$, $i = 1, \ldots, N$, for a vertex $v \in V(G_i)$, a vertex $w \in V(G_i)$ is a **potential descendant vertex** of $v$ (denoted as $v \prec w$) if 1) $G_i$ is goal-related and there exists a path from $v$ to the goal vertex in $G_i$ that contains $w$; or 2) $G_i$ is not goal-related and $w$ is reachable from $v$.

**Definition 13** For a SAS+ task, given a state $s = (s_1, \ldots, s_N)$, for any $1 \leq i, j \leq N, i \neq j$, we call $s_i$ a **potential precondition** of the DTG $G_j$ if there exist $o \in \emptyset$
and $e_j \in E(G_j)$ such that

$$s_j \prec e_j, \ o \vdash e_j, \text{ and } s_i \in \text{pre}(o)$$

(4.1)

**Definition 14** For a SAS+ task, given a state $s = (s_1, \ldots, s_N)$, for any $1 \leq i, j \leq N, i \neq j$, we call $s_i$ a potential dependent of the DTG $G_j$ if there exists $o \in \emptyset$, $e_i = (s_i, s'_i) \in E(G_i)$ and $w_j \in V(G_j)$ such that

$$s_j \prec w_j, \ o \vdash e_i, \text{ and } w_j \in \text{pre}(o)$$

(4.2)

**Definition 15** For a SAS+ task, given a state $s = (s_1, \ldots, s_N)$, its potential dependency graph $\text{PDG}(s)$ is a directed graph in which each DTG $G_i, i = 1, \ldots, N$ corresponds to a vertex, and there is an edge from $G_i$ to $G_j, i \neq j$, if and only if $s_i$ is a potential precondition or potential dependent of $G_j$.

Figure 4.3 illustrates the above definitions. The dashed arrows on the left side of the figure are preconditions of each action. We show the DTGs where each actions preconditions are in in Table 4.1. For each action, by having arrows from the third columns of Table 4.1 to the second column, we obtain the $\text{PDG}(s)$. It is shown on the right side of the figure. $\text{PDG}(s)$ intuitively shows the dependencies between DTGs. For instance, $G_3$ has an arrow to $G_2$ in this graph, meaning actions associated with $G_3$ may affect the actions in $G_2$. It is true because action $d$ associated with $G_3$ will render action $c$ associated with $G_2$ not applicable. However, since there is no arrow from $G_2$ to $G_3$, we know that any actions associated with $G_2$ will not affect the applicability of actions associated with $G_3$, as we can indeed tell from this example.

<table>
<thead>
<tr>
<th>Action</th>
<th>Associated with</th>
<th>Preconditions in</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>$G_1$</td>
<td>$G_2, G_1$</td>
</tr>
<tr>
<td>b</td>
<td>$G_1, G_2$</td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>$G_2$</td>
<td>$G_3$</td>
</tr>
<tr>
<td>d</td>
<td>$G_3$</td>
<td></td>
</tr>
<tr>
<td>e</td>
<td>$G_3, G_4$</td>
<td>$G_4, G_3$</td>
</tr>
<tr>
<td>f</td>
<td>$G_4$</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: Supplementary table for Figure 4.3: list of actions and related DTGs.
**Definition 16**  For a directed graph $H$, a subset $C$ of $V(H)$ is a **dependency closure** if there do not exist $v \in C$ and $w \in V(H) - C$ such that $(v, w) \in E(H)$.

Intuitively, a DTG in a dependency closure may depend on other DTGs in the closure but not those DTGs outside of the closure. In Figure 4.3, $G_1$ and $G_2$ form a dependency closure of PDG($s$).

The EC algorithm is defined as follows:

**Definition 17 (Expansion Core Algorithm)**  For a SAS+ planning task, the EC method reduces its state space graph $G$ to a subgraph $G_r$ such that $V(G_r) = V(G)$ and for each vertex (state) $s \in V(G)$, it expands actions in the following set $T(s) \subseteq O$:

\[
T(s) = \bigcup_{i \in \mathcal{C}(s)} \left\{ o \mid o \in \text{exec}(s) \land o \vdash G_i \right\},
\]  

(4.3)

where $\text{exec}(s)$ is the set of applicable actions in $s$ and $\mathcal{C}(s) \subseteq \{1, \cdots, N\}$ is an index set satisfying:

EC1) The DTGs $\{G_i, i \in \mathcal{C}(s)\}$ form a dependency closure in PDG($s$); and

EC2) There exists $i \in \mathcal{C}(s)$ such that $G_i$ is goal-related and $s_i$ is not the goal vertex in $G_i$.

Intuitively, the EC method can be described as follows. To reduce the original state-space graph, for each state, instead of expanding actions in all the DTGs, it only expands actions in DTGs that belong to a dependency closure of PDG($s$) under the condition that at least one DTG in the dependency closure is goal-related and not at a goal state.

The set $\mathcal{C}(s)$ can always be found for any non-goal state $s$ since PDG($s$) itself is always a dependency closure. If there is more than one such closure, theoretically any dependency closure satisfying the above conditions can be used in EC. In practice, when there are multiple such dependency closures, EC picks the one with fewer actions in order to get stronger reduction. EC has adopted the following scheme to find the dependency closure for any state $s$:  
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Given a PDG($s$), EC first finds its strongly connected components (SCCs). If each SCC is contracted to a single vertex, the resulting graph is a directed acyclic graph $S$. Note that each vertex in $S$ with a zero out-degree corresponds to a dependency closure. It then topologically sorts all the vertices in $S$ to get a sequence of SCCs: $S_1, S_2, \cdots$, and picks the smallest $m$ such that $S_m$ includes a goal-related DTG that is not in its goal state. It chooses all the DTGs in $S_1, \cdots, S_m$ as the dependency closure.

Now we explain the EC algorithm using the POR theory we developed in Section 4.1. We show that the EC algorithm can be viewed as an algorithm for finding a state-dependent commutative set in each state.

**Lemma 3** For a SAS+ planning task, the EC algorithm defines a state-dependent commutative set for each state.

**Proof:** Consider the set of actions $T(s)$ expanded by the EC algorithm in each state $s$, as defined in (4.3). We prove that $T(s)$ satisfies conditions L1' and A2 in Definition 10.

Consider an action $b \in T(s)$ and actions $b_1, \cdots, b_k \notin T(s)$ such that $(b_1, \cdots, b_k, b)$ is a prefix of a path from $s$ to a goal state, we show that $s' : b \Rightarrow b_k$, where $s'$ is the state after $(b_1, \cdots, b_{k-1})$ is applied to $s$.

Let $C(s)$ be the index set of the DTGs that form a dependency closure, as used in (4.3). Since $b \in T(s)$, there must exist $m \in C(s)$ such that $b \vdash G_m$. Let the state after applying $(b_1, \cdots, b_k)$ to $s$ be $s^*$. We see that we must have $s^*_m = s_m$ because otherwise there must exist a $b_j, 1 \leq j \leq m$ that changes the assignment of state variable $x_m$. However, that would imply that $b_k \in T(s)$. Since $b$ is applicable in $s^*$, we see that $s_m = s^*_m \in \text{pre}(b)$.

If there exists a state variable $x_i$ such that an assignment to $x_i$ is in both $\text{eff}(b_k)$ and $\text{pre}(b)$, then $G_m$ will point to the DTG $G_i$ as $s_m$ is a potential dependent of $G_i$, forcing $G_i$ to be included in the dependency closure, i.e. $i \in C(s)$. However, as $b_k \vdash G_i$, it will violate our assumption that $b_k \notin T(s)$. Hence, none of the precondition assignments of $b$ is added by $b_k$. Therefore, since $b$ is applicable in $\text{apply}(s', b_k)$, it is also applicable in $s'$.  
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On the other hand, if $b_k$ has a precondition assignment in a DTG that $b$ is associated with, then $G_m$ will point to that DTG since $s_m$ is a potential precondition of $b_k$, forcing that DTG to be in $\mathcal{C}(s)$, which contradicts the assumption that $b_k \notin T(s)$. Hence, $b$ does not alter any precondition assignment of $b_k$. Therefore, since $b_k$ is applicable in $s'$, it is also applicable in the state $\text{apply}(s', b)$.

Finally, if there exists a state variable $x_i$ such that an assignment to $x_i$ is altered by both $b$ and $b_k$, then we know $b \vdash G_i$ and $b_k \vdash G_i$. In this case, $G_m$ will point to $G_i$ since $s_m$ is a potential precondition of $G_i$, making $b_k \in T(s)$, which contradicts our assumption. Hence, $\text{eff}(b)$ and $\text{eff}(b_k)$ correspond to assignments to distinct sets of state variables. Therefore, applying $(b_k, b)$ and $(b, b_k)$ to $s'$ will lead to the same state.

From the above, we see that $b$ is applicable in $s'$, $b_k$ is applicable in $\text{apply}(s', b)$, and hence $(b, b_k)$ is applicable in $s'$. Further we see that $(b, b_k)$ leads to the same state that $(b_k, b)$ does when applied to $s'$. We conclude that $s' : b \Rightarrow b_k$ and $T(s)$ satisfies L1'.

Moreover, for any goal-related DTG $G_i$ and a state $s$, if its assignment $s_i$ is not the goal vertex in $G_i$, then some actions associated with $G_i$ have to be executed in any solution path from $s$. Since $T(s)$ includes all the actions in at least one goal-related DTG $G_i$, any solution path must contain at least one action in $T(s)$. Therefore, $T(s)$ also satisfies A2 and it is indeed a state-dependent commutative set.

From Lemma 3 and Theorem 5, we obtain the following result, which shows that EC fits our framework as a stubborn set method for planning.

**Theorem 7** For any SAS+ planning task, the EC algorithm defines a stubborn set in each state.

### 4.2.2 Explanation of SP

The stratified planning (SP) algorithm is also a POR-based reduction algorithm that exploits commutativity of actions directly [17]. To describe the SP algorithm, we need the following definitions first.
Definition 18  Given a SAS+ planning task \( \Pi \) with state variable set \( X \), the causal graph \((CG)\) is a directed graph \( CG(\Pi) = (X, E) \) with \( X \) as the vertex set. There is an edge \((x, x') \in E\) if and only if \( x \neq x' \) and there exists an action \( o \) such that \( \text{eff}(o) \) has an assignment to \( x \) and either \( \text{pre}(o) \) or \( \text{eff}(o) \) has an assignment to \( x' \).

Definition 19  For a SAS+ task \( \Pi \), a stratification of the causal graph \( CG(\Pi) = (X, E) \) is a partition of the node set \( X : X = (X_1, \cdots, X_k) \) in such a way that there exists no edge \( e = (x, y) \) where \( x \in X_i, y \in X_j \) and \( i > j \).

By stratification, each state variable is assigned a level \( L(x) \), where \( L(x) = i \) if \( x \in X_i, 1 \leq i \leq k \). Subsequently, each action \( o \) is assigned a level \( L(o), 1 \leq L(o) \leq k \). \( L(o) \) is the level of the state variable(s) in \( \text{eff}(o) \). Note that all state variables in the same \( \text{eff}(o) \) must be in the same level. Hence, \( L(o) \) is well-defined.

Definition 20 (Follow-up Action)  For a SAS+ task \( \Pi \), an action \( b \) is a follow-up action of \( a \) (denoted as \( a \triangleright b \)) if \( \text{eff}(a) \cap \text{pre}(b) \neq \emptyset \) or \( \text{eff}(a) \cap \text{eff}(b) \neq \emptyset \).

The SP algorithm can be combined with standard search algorithms, such as breadth-first search, depth-first search, and best-first search (including \( A^* \)). During the search, for each state \( s \) that is going to be expanded, the SP algorithm examines the action \( a \) that leads to \( s \). Then, for each applicable action \( b \) in state \( S \), SP makes the following decisions.

Definition 21 (Stratified Planning Algorithm)  For a SAS+ planning task, in any non-initial state \( s \), assuming \( a \) is the action that leads directly to \( s \), and \( b \) is an applicable action in \( s \), then SP does not expand \( b \) if \( L(b) < L(a) \) and \( b \) is not a follow-up action of \( a \). Otherwise, SP expands \( b \). In the initial state \( s^I \), SP expands all applicable actions.

The following result shows the relationship between the SP algorithm and our new POR theory.

Lemma 4  If an action \( b \) is not SP-expandable after \( a \), and state \( s \) is the state before action \( a \), then \( s : b \Rightarrow a \).
Proof: Since \( b \) is not SP-expandable after \( a \), following the SP algorithm, we have \( L(a) > L(b) \) and \( b \) is not a follow-up action of \( a \). According to Definition 20, we have \( \text{eff}(a) \cap \text{pre}(b) = \text{eff}(a) \cap \text{eff}(b) = \emptyset \). These imply that \( \text{eff}(a) \) and \( \text{pre}(b) \) are conflict-free, and that \( \text{eff}(a) \) and \( \text{eff}(b) \) are conflict-free. Also, since \( b \) is applicable in \( \text{apply}(s, a) \) and \( \text{eff}(a) \) and \( \text{pre}(b) \) are conflict-free, \( b \) must be applicable in \( s \) (otherwise \( \text{eff}(a) \) must change the value of at least one variable in \( \text{pre}(b) \), which means \( \text{eff}(a) \) and \( \text{pre}(b) \) are not conflict-free).

Now we prove that \( \text{pre}(a) \) and \( \text{eff}(b) \) are conflict-free by showing \( \text{pre}(a) \cap \text{eff}(b) = \emptyset \). If their intersection is non-empty, we assume a state variable \( x \) is assigned by both \( \text{pre}(a) \) and \( \text{eff}(b) \). By the definition of stratification, \( x \) is in layer \( L(b) \). However, since \( x \) is assigned by \( \text{pre}(a) \), there must be an edge from layer \( L(a) \) to layer \( L(x) = L(b) \) since \( L(a) \neq L(b) \). In this case, we know that \( L(a) < L(b) \) from the definition of stratification. Nevertheless, this contradicts with the assumption that \( L(a) > L(b) \). Thus, \( \text{pre}(a) \cap \text{eff}(b) = \emptyset \), and \( \text{pre}(a) \) and \( \text{eff}(b) \) are conflict-free.

With all three conflict-free pairs, we have \( s : b \Rightarrow a \) according to Theorem 4.

Although SP reduces the search space by avoiding the expansion of certain actions, it is in fact not a stubborn set based reduction algorithm. We have the following theorem for the SP algorithm.

Definition 22 For a SAS+ planning task \( S \), a valid path \( p_a = (a_1, \cdots, a_n) \) is an SP-path if and only if \( p_a \) is a path in the search space of the SP algorithm applied to \( S \).

Theorem 8 For a SAS+ planning task \( S \), for any initial \( s^3 \) and any valid path \( p_a = (a_1, \cdots, a_n) \) from \( s^3 \), there exists a path \( p_b = (b_1, \cdots, b_n) \) from \( s^3 \) such that \( p_b \) is an SP-path, and both \( p_a \) and \( p_b \) lead to the same state from \( s^3 \), and \( p_b \) is a permutation of actions in \( p_a \).

Proof: We prove by induction on the number of actions.

When \( n = 1 \), since there is no action before \( s^3 \), any valid path \( (a_1) \) will also be a valid path in the search space of the SP algorithm.
Now we assume this proposition is true for $n = k; k \geq 1$ and prove the case when $n = k + 1$. For a valid path $p^0 = (a_1, \cdots, a_k, a_{k+1})$, by our induction hypothesis, we can rearrange the first $k$ actions to obtain a path $(a_1^1, a_2^1, \cdots, a_k^1)$.

Now we consider a new path $p^1 = (a_1^1, \cdots, a_k^1, a_{k+1})$. There are two cases. First, if $L(a_{k+1}) < L(a_k^1)$, or $L(a_{k+1}) > L(a_k^1)$ and $a_{k+1}$ is a follow-up action of $a_k^1$, then $p^1$ is already an SP-path. Otherwise, we have $L(a_{k+1}) > L(a_k^1)$ and $a_{k+1}$ is not a follow-up action of $a_k^1$. In this case, by Lemma 4, path $p^1 = (a_1^1, \cdots, a_{k-1}^1, a_{k+1}, a_k^1)$ is also a valid path that leads $s$ to the same state as $p_a$ does.

By the induction hypothesis, if $p^i$ is still not an SP-path, we can rearrange the first $k$ actions in $p^i$ to get a new path $p^2 = (a_1^2, \cdots, a_k^2, a_k^1)$. Otherwise we let $p^2 = p^i$. Comparing $p^1$ and $p^2$, we know $L(a_{k+1}) > L(a_k^1)$, namely, the level value of the last action in $p^1$ is strictly larger than that in $p^2$. We can repeat the above process to generate $p^3, \cdots, p^m, \cdots$ as long as $p^j (j \in \mathbb{Z}^+)$ is not an SP-path. Our transformation from $p^j$ to $p^{j+1}$ also ensures that every $p^j$ is a valid path from $s$ and leads to the same state that $p_a$ does.

Since we know that the layer value of the last action in each $p_j$ is monotonically decreasing as $j$ increases, such a process must stop after a finite number of iterations. Suppose it finally stops at $p^m = (a_1', a_2', \cdots, a_k', a_{k+1}')$. We must have that $L(a_{k+1}') \leq L(a_k')$ or $L(a_{k+1}') > L(a_k')$ and $a_{k+1}'$ is a follow-up action of $a_k'$. Hence, $p^m$ now is an SP-path. We then assign $p^m$ to $p_a$ and the induction step is proved.

Theorem 8 shows that the SP algorithm cannot inherently reduce the number of states expanded in the search space. The reason is as follows: for any state in the original search space that is reachable from the initial state $s'$ via a path $p$, there is still an SP-path that reaches $s$. Therefore, every reachable state in the search space is still reachable by the SP algorithm. In other words, SP reduces the number of generated states, but not the number of expanded states.

SP is not a stubborn set based reduction algorithm. We illustrate this using Figure 4.4. Assuming a SAS+ planning task $S$ that contains two state variables $x_1$ and $x_2$, where both $x_1$ and $x_2$ have domain $\{0, 1\}$, with the initial state as $\{x_1 = 0, x_2 = 0\}$ and the goal as $\{x_1 = 1, x_2 = 1\}$. Actions $a$ and $b$ are two actions in $S$ where $pre(a)$ is $\{x_1 = 0\}$ and $eff(a)$ is $\{x_1 = 1\}$ and $pre(b)$ is $\{x_2 = 0\}$ and $eff(b)$ is $\{x_2 = 1\}$. It is
Figure 4.4: The search spaces for a simple SAS+ planning task with two state variables and four states when using SP and EC. SP (on the left) expands all four states while EC (on the right) only expands three. The dashed link on the left graph is the action that is not expanded by SP. Gray nodes are the goal states.

It is easy to see that \( a \) and \( b \) are not follow-up actions of each other, and that \( x_1, x_2 \) will be in different layers after stratification. Without loss of generality, we can assume \( L(a) = L(x_1) > L(x_2) = L(b) \). Therefore, we know that action \( b \) will not be expanded after action \( a \) in state \( s : \{x_1 = 1, x_2 = 0\} \). However, \( \text{apply}(s, b) \) is the goal state. Not expanding \( b \) in state \( s \) violates condition \( A2 \) in Definition 5 where any valid path from \( s \) to a goal state has to contain at least one action in the expansion set of \( s \).

Assuming we are using best-first search for solving the above example problem, and the heuristic function values of the initial state \( s^3 \), \( \text{apply}(s^3, a) \), \( \text{apply}(s^3, b) \) and the goal state are all the same. In this case, the search space explored by SP contains four states: namely, the initial state \( s^3 \), \( \text{apply}(s^3, a) \), \( \text{apply}(s^3, b) \) and the goal state. Meanwhile, under the EC algorithm, in state \( s^3 \), the DTGs for \( x_1 \) and \( x_2 \) are not in each other’s dependency closures. This implies that in \( s^3 \), EC expands either action \( a \) or \( b \), but not both. Therefore, EC expands three states while SP expands four. This illustrates our conclusion in Theorem 8 that the SP algorithm cannot inherently reduce the number of expanded states, if used with best-first search.

### 4.3 A New POR Algorithm for Planning

We have developed a POR theory for planning and explained two previous POR algorithms using the theory. Now, based on the theory, we propose a new POR algorithm that leads to stronger reductions than the previous EC algorithm.

Our theory shows in Theorem 5 that the condition for enabling POR reduction is strongly related to commutativity of actions. In fact, constructing a stubborn set
can be reduced to finding a commutativity set. As we show in Theorem 7, the EC algorithm follows this idea. However, the basic unit of reduction in EC is DTG (i.e., either all actions in a DTG are expanded or none of them are), which is not necessary according to our theory. Based on this insight, we propose a new algorithm that operates with the granularity of actions instead of DTGs.

**Definition 23** For a state $s$, an action set $L$ is a **landmark action set** if and only if any valid path starting from $s$ to a goal state contains at least one action in $L$.

**Definition 24** For a SAS+ task, an action $a \in \emptyset$ is **supported** by an action $b$ if and only if $\text{pre}(a) \cap \text{eff}(b) \neq \emptyset$.

**Definition 25** For a state $s$, its **action support graph (ASG)** at $s$ is defined as a directed graph in which each vertex is an action, and there is an edge from $a$ to $b$ if and only if $a$ is not applicable in $s$ and $a$ is supported by $b$.

The above definition of ASG is a direct extension of the definition of a causal graph. Instead of having domains as basic units, here we directly use actions as basic units. We utilize this action support graph to define the action closure that exhibits helpful attributes for our later algorithm design.

**Definition 26** For an action $a$ and a state $s$, the **action closure** of $a$ at $s$, denoted by $C_s(a)$, is the set of actions that are in the transitive closure of $a$ in $\text{ASG}(s)$. The action closure for a given set of actions $A$ is the union of action closures of every action in $A$.

The above definition also gives a straightforward way to find action closure given an action – finding a transitive closure on the ASG. In addition, action closure has the following attributes.

**Lemma 5** For a state $s$, if an action $a$ is not applicable in $s$ and there is a valid path $p$ starting from $s$ whose last action is $a$, then $p$ contains an action $b, b \neq a, b \in C_s(a)$.
**Proof:** We prove this by induction on the length of $p$.

In the base case where $|p| = 2$, we assume $p = (b, a)$. Since $a$ is not applicable in $s$, it must be supported by $b$. Thus, $b \in C_s(a)$. Suppose this lemma is true for $2 \leq |p| \leq k - 1$, we prove the case for $|p| = k$. For a valid path $p = (o_1, \ldots, o_k)$, again there exists an action $b$ before $a$ that supports $a$. If $b$ is applicable in $s$, then $b \in C_s(a)$. Otherwise, we consider the subpath $p' = (o_1, \ldots, b)$ of $p$, with $2 \leq |p'| \leq k - 1$. Since $b$ is not applicable, and according to our inductive assumption, there is an action $b'$ in $p'$ that is also in $C_s(b)$, which is a subset of $C_s(a)$, according to Definition 25 and 26. Thus, our proposition is true for $|p| = k$. By induction principle, our lemma is true for any path $p$.

We give some remarks here to motivate our later discussion. In the assumption of this lemma, if there is a nonempty action path $p$ from $s$ such that $a$ is applicable at $\text{apply}(s, p)$, we say $a$ is eventually applicable in $s$. The above lemma essentially ensures that for any eventually applicable action $a$ in $s$, there is at least one corresponding applicable action $b$ in both the path to $a$ and the action closure $C_s(a)$.

Though the actual conditions are more complicated, informally, we can say that actions in $C_s(a)$ are the only actions of interest as far as the eventual applicability of $a$ is concerned. For instance, if we have a valid action path $p = (c, b, a)$ in $s$ where both $b$ and $c$ are applicable in $s$, $b \in C_s(a)$ and $c \notin C_s(a)$, we can easily see that $p' = (b, a)$ is still a valid path in $s$ as $c$ doesn’t provide any effects or preconditions for $a$ or $b$ (otherwise $c$ would be in $C_s(a)$). That is to say, the eventual applicability of $a$ is unaffected if we ignore $c$, regardless of its applicability in $s$. A search procedure can take advantage of this and choose not to expand action $c$ in $s$. However, two questions arise naturally: 1) how can we ensure the chosen subset of applicable actions are sufficient in terms of not ignoring certain paths to a goal? 2) how can we pick the initial starting point $a$ such that the resulting applicable action set is small? We address these two questions in the following sections. Specifically, we introduce the concept of action core as an amendment to action closure to address question 1, and adopt action landmarks to address question 2.
Definition 27 Given a SAS+ planning task \( \Pi \) with \( O \) as set of all actions, for a state \( s \) and a set of actions \( A \), the action core of action set \( A \) at \( s \), denoted by \( AC_s(A) \), satisfies the following conditions:

- \( AC_s(A) \) is a subset of \( O \) and a superset of \( C_s(A) \), the action closure of \( A \);
- for any applicable action \( a \in AC_s(A) \) at \( s \) and any action \( b \in O \setminus AC_s(A) \), \( eff(a) \) and \( eff(b) \) are conflict-free and
- if \( pre(b) \subset S \), \( eff(a) \) and \( pre(b) \) are conflict-free.

Intuitively, given a set \( A \) as a “seed”, actions in action core \( AC_s(A) \) can be executed without affecting the completeness and optimality of search. Specifically, because any applicable action in \( AC_s(A) \) and any action not in \( AC_s(A) \) will not assign different values to the same state variable, for action \( a \in AC_s(A) \) and action \( b \in O \setminus AC_s(A) \) at \( s \), path \( (a, b) \) will lead to the same state that \( (b, a) \) does. Additionally, because \( pre(b) \) and \( eff(a) \) are conflict-free when \( pre(b) \subset S \), executing action \( a \) will not affect the applicability of action \( b \) in the future. Therefore, actions in \( AC_s(A) \) can be safely expanded first during the search, while actions outside it can be expanded later.

A simple procedure, shown in Algorithm 4, can be used to find the action core for a given action set \( A \).

The new POR algorithm, called stubborn action core (SAC), works as follows: at any given state \( s \), the expansion set \( E(s) \) of state \( s \) is determined by Algorithm 5.

There are various ways to implement the FIND-LANDMARKS procedure for finding landmarks. Richter [63] and Porteous [60] both gave in-depth discussions on the technical details of finding landmarks. Here we give one example that is used in our current implementation. To find a landmark action set \( L \) at \( s \), we utilize the DTGs associated with the SAS+ formalism. We first find a transition set that includes all possible transitions \( (s_i, v_i) \) in an unachieved goal-related DTG \( G_i \) where \( s_i \) is the current state of \( G_i \) in \( s \). It is easy to see that all actions that mark transitions in this set make up a landmark action set, because \( G_i \) is unachieved and at least one action starting from \( s_i \) has to be performed in any solution plan.
Algorithm 4: A procedure to find the action core of an action set.

**input**: A SAS+ task with action set $O$, an action set $A \subseteq O$, and a state $s$

**output**: An action core $AC_s(A)$ of $A$

$AC_s(A) \leftarrow C_s(A)$;

repeat

foreach action $a$ in $AC_s(A)$ applicable in $s$ do

foreach action $b$ in $O \setminus AC_s(A)$ do

if $\text{pre}(b) \cap s \neq \emptyset$ and $\text{pre}(b)$ and $\text{eff}(a)$ are not conflict-free then

$AC_s(A) \leftarrow AC_s(A) \cup \{b\}$;

end

if $\text{eff}(b)$ and $\text{eff}(a)$ are not conflict-free then

$AC_s(A) \leftarrow AC_s(A) \cup \{b\}$;

end

end

until $AC_s(A)$ is not changing;

return $AC_s(A)$;

Algorithm 5: The SAC algorithm

**input**: A SAS+ planning task and state $s$

**output**: The expansion set $E(s)$

$L \leftarrow \text{Find-Landmarks}(s)$;

Call Algorithm 4 to find the action core of $L$ as $AC_s(L)$;

return $AC_s(L)$;
There are also other ways to find a landmark action set. For instance, the preprocessor in the LAMA planner [63] can be used to find landmark facts, and all actions that lead to these landmark facts also make up a landmark action set.

**Theorem 9** For a state \( s \), the expansion set \( E(s) \) defined by the SAC algorithm is a stubborn set at \( s \).

**Proof:** We first prove that our expansion set \( E(s) \) satisfies condition A1 in Definition 5, namely, for any action \( b \in E(S) \), and actions \( b_1, \ldots, b_k \notin E(s) \), if \( (b_1, \ldots, b_k, b) \) is a valid path from \( s \), then \( (b, b_1, \ldots, b_k) \) is also a valid path, and leads to the same state that \( (b_1, \ldots, b_k, b) \) does.

To simplify this proof, we can treat action sequence \( (b_1, \ldots, b_k) \) as a “macro” action \( B \) where an assignment \( x_t = v_t \) in \( \text{pre}(B) \) if and only if \( x_t = v_t \) is in the precondition of some \( b_i \in B \) and \( x_t = v_t \) is not in the effects of a previous action \( b_j (j < i) \), and an assignment \( x_t = v_t \) is in \( \text{eff}(B) \) if and only if \( x_t = v_t \) is in the effect set of some \( b_i \in B \), and \( x_t \) is not assigned to any value other than \( v_t \) in the effects of later action \( b_j (j > i) \). In the following proof, we use the macro action \( B \) in place of the path \( (b_1, \ldots, b_k) \).

To prove A1, we only need to prove that if \( (B, b) \) is a valid path, then \( s : b \Rightarrow B \). According to Theorem 6, \( s : b \Rightarrow B \) if and only if the following four propositions are true.

a) Action \( b \) must be applicable in \( s \). We prove this by contradiction. Let \( s' = \text{apply}(s, B) \), if \( b \) is not applicable in \( s \), but applicable in \( s' \), then \( B \) supports \( b \). Since all effects of \( B \) are from actions in the path \( (b_1, \ldots, b_k) \), there exists an action \( b_i \in \{b_1, \ldots, b_k\} \) such that \( b_i \) supports \( b \). However, according to Definition 26, \( b_i \) is in the transitive closure of \( b \) in \( \text{ASG}(s) \). According to our algorithm, \( b_i \) should be in \( E(s) \). This contradicts with our assumption that \( b_i \notin E(s) \). Thus, \( b \) must be applicable at \( s \).

b) \( \text{pre}(B) \) and \( \text{eff}(b) \) are conflict-free. We prove this proposition by contradiction. If \( \text{pre}(B) \) and \( \text{eff}(b) \) are not conflict-free, we assume that \( \text{pre}(B) \) has \( x_t = v_t \) that conflicts with an assignment in \( \text{eff}(b) \). According to the way we define \( B \), there exists
an action $b_i \in (b_1, \cdots, b_k)$, such that $x_t = v_t$. Also, since $B$ is applicable in $s$, we
know that $x_t$ takes the value $v_t$ at $s$ also. Therefore, we know that $pre(b_i)$ and $eff(b)$
are not conflict-free. However, according to Definition 27 and Algorithm 4, $b_i$ is in
$E(s)$. This contradicts with our assumption that $b_i$ is not in $E(s)$. Thus, $pre(B)$ and
eff(b) are conflict-free.

c) eff(B) and eff(b) are conflict-free. The proof of this proposition is very similar to
the one above. If they are not conflict-free, we must have action $b_i \in (b_1, \cdots, b_k)$,
such that eff(b) and eff(bi) are not conflict-free. However, according to Definition 27
and Algorithm 4, $b_i$ is in $E(s)$. This contradicts with our assumption that $b_i$ is not
in $E(s)$. Thus, eff(B) and eff(b) are conflict-free.

d) pre(b) and eff(B) are conflict-free. This proposition is true as we assumed in
condition A1 that $(B, b)$ is a valid path from $s$.

Thus, from Theorem 6, we see that $s : b \Rightarrow B$ and that condition A1 in Definition 5
is true.

Now we verify condition A2 by showing that any solution path $p$ from $s$ contains at
least one action in $E(s)$. From the definition of landmark action sets, we know that
there exists an action $l \in L$ such that $p$ contains $l$. From Lemma 5 we know that
$AC_s(l)$ contains at least one action, applicable in $s$, in $p$. Thus, $E(s)$ indeed contains
at least one action in $p$.

Since $E(s)$ satisfies conditions A1 and A2 in Definition 5, $E(s)$ is a stubborn set in
state $s$. ■

4.3.1 SAC vs. EC

SAC results in stronger reduction than the previous EC algorithm, since it is based on
actions, which have a finer granularity than DTGs do. Specifically, SAC causes more
reduction than EC for two reasons. First, applicable actions that are not associated
with landmark transitions, even if they are in the same DTG, are expanded by EC
but not by SAC. Second, applicable actions that do not support any actions in the
landmark action set, even if they are in the same DTG, are expanded by EC but not by SAC.

To give an example, in Figure 4.5a, G1, G2, G3 are three DTGs. The goal assignment is marked as an unfilled circle in G1. \( a, b, c, d, e \) are actions. Dashed arrows denote the preconditions of actions. For instance, the lower dashed arrow means that \( b \) requires a precondition \( x_3 = w \).

In this example, according to EC, G1 is a goal DTG and G2 and G3 are in the dependency closure of G1. Thus, before executing \( a \), EC expands every applicable action in G1, G2 and G3 at any state. SAC, on the other hand, starts with a singleton set \( \{ a \} \) as the initial landmark action set and ignores action \( e \). Applicable action \( c \) is also not included in the action closure in state \( s \) since it does not support \( a \). The search graphs are compared in Figure 4.5 and we see that SAC gives stronger reduction.

4.4 System Implementation

We adopt the Fast Downward (FD) planning system [33] as our code base. The overall architecture of FD is described in Figure 4.6. A complete FD system contains three parts corresponding to three phases in execution: translation, knowledge compilation and search. The translation module will convert planning tasks written in PDDL to a SAS+ planning task. The knowledge compilation module will generate domain transition graphs and causal graph for the SAS+ planning task. The search module
implements various state-space-search algorithms as well as heuristic functions. All these three modules communicate by temporary files.

We make two additions to the above system to implement our SAC planning system, as shown in Figure 4.6. First, we add a “commutativity analysis” module into the knowledge compilation step to identify commutativity between actions. Second, we add a “space reduction” module to the search module to conduct state space reduction. The commutativity analysis module is used to build commutativity relations between actions and build the action support graph. It reads action information from the output of knowledge compilation module and determines the commutativity relations between actions according to conditions in Theorem 5. In addition, this module also determines if one action is supported by another and builds the action support graph defined in Definition 25. The reduction module for search is used to generate a stubborn set of a given state. We implement the SAC algorithm in this module. Starting from a landmark action set \( L \) as the target action set, we find the action closure \( AC_s(L) \) by iteratively adding actions that support actions in the target action set to the target action set until it is not changing. We then use the applicable actions in the action closure as the set of actions to expand at \( s \). In other words, in our SAC system, during the search, for any given state \( s \), instead of using the successor generator provided by FD to generate a set of applicable operators, we use the reduction module to generate a stubborn set in state \( s \) and use it as the expansion set.
It is easy to see that the overall time complexity of determining commutativity relationships between actions is $O(|A|^2)$ where $|A|$ is the number of actions. We implement this module in Python. Since the number of actions $|A|$ is usually not large, in most of the cases, the commutativity analysis module takes less than 1 second to finish. This module only runs once for solving a planning problem. Therefore, the commutativity analysis module amounts to an insignificant amount of overhead to the system. Theoretically, the worst case time complexity for finding the action closure is $O(|A|^2)$ where $|A|$ is the number of actions. However, in practice, by choosing the landmark action set $L$ that is associated with transitions in an unarchived goal-related DTG starting from the current state, the procedure of finding action closure terminates quickly after about 4 to 5 iterations. Therefore, adding the reduction module does not increase the overall search overhead significantly either. We implement this module in C++ and incorporate it into the search module of FD.

4.5 Experimental Results

We tested our algorithm on problems in the recent International Planning Competitions (IPCs): IPC 4 and IPC 5. We implemented our algorithm on top of the Fast Downward (FD) planner [33]. We only modified the state expansion part.

We have implemented our SAC algorithm and tested it along with Fast Downward and its combination with the EC extension on a Red Hat Linux server with 2GB memory and one 2.0GHz CPU. The admissible HSP $h_{\text{max}}$ heuristic [10] and the inadmissible Fast Forward (FF) heuristic [40] are used in our experiments.

First, we applied our SAC algorithm to $A^*$ search with the HSP $h_{\text{max}}$ heuristic [10]. We also turned off the option of preferred operators [33] since it compromises the optimality of $A^*$ search. Table 4.2 shows the detailed results on node expansion and generation during the search. We also compare the solving times for these three algorithms. As we can clearly see from Table 4.2, the numbers of expanded nodes using the SAC-enhanced $A^*$ algorithm are consistently lower than those for the baseline $A^*$ algorithm and the EC-enhanced $A^*$ algorithm. There are some cases where the number of generated nodes for the SAC-enhanced algorithm are slightly larger than
those for the baseline $A^*$ or EC-enhanced $A^*$ algorithm. This is possible due to the tie-breaking of states with equal heuristic values during search.

We can also see that the computational overhead of SAC is low. For instance, in the freecell domain, the running time of the SAC-enhanced algorithm is only slightly higher than the baseline and lower than that of the EC-enhanced algorithm, despite their equal number of expanded and generated nodes.

Aside from the $A^*$ algorithm, we also tested SAC on best-first search algorithms. Although POR preserves completeness and optimality, it can also be combined with suboptimal searches such as best-first search to reduce their search space. In this comparison, we turned off the option of preferred operators (also called helpful actions) in our experiment for FD. Preferred operator is another space reduction method that does not preserve completeness, and using it with EC or SAC will lead to worse performance. We will investigate how to find synergy between these two approaches in our future work. We summarize the performance of three algorithms, original Fast Downward (FD), FD with EC, and FD with SAC, in Table 4.3 by presenting the number of problem instances in a planning domain that can be solved within 1800 seconds by each solver. We also ignore small problem instances with solving time less than 0.01 seconds. All three solvers use the inadmissible Fast Forward (FF) heuristic. As we can see from Table 4.3, when combined with a best-first-search algorithm, SAC can still reduce the number of generated and expanded nodes compared to the baseline FD algorithm and the EC-enhanced algorithm. In many problems (e.g. pipesworld18, tpp15, truck13), the reduction in the number of expanded nodes can be of orders of magnitude.

Based on their performances, we can divide the test domains into three groups. The first group of domains exhibits strong commutativity between actions and also some level of interdependency between DTGs. Compared to FD, EC can reduce the number of expanded nodes for these domains, while SAC can reduce the number of expanded nodes even further. Example domains in this group include pipesworld and tpp. The second group of domains has some commutativity between actions. However, these commutativity relationships cannot be reflected by dependency analysis on the DTG level. On these domains, EC will perform similarly to or sometimes even worse than FD due to high runtime overhead. Our proposed SAC algorithm, on the other hand,
can reduce the number of expanded nodes with less runtime overhead. Thus, on these
domains, SAC is clearly better than both FD and EC. Example domains in this group
include \textit{driverlog} and \textit{trucks}. The rest are domain groups that have few commutativity
between actions. Neither SAC or EC can reduce much of the search space compared
to FD. POR techniques are not effective for these domains. Example domains in this
group include \textit{airport}, \textit{storage}, and \textit{rovers}. We can see that the performance of SAC
on domains in this group is still comparable to FD, despite the computation overhead
of SAC.

Aside from Table 4.3, we also compare performances of SP and SAC in Table 4.4.
As we discussed in Section 4.2, SP is not a stubborn set method. Moreover, since
SP cannot inherently reduce the number of nodes in optimal searches, our results are
based on non-optimal search. We again use the FF heuristics for both SP and SAC
with no preferred operators, and compared their performances against their common
root, the Fast Downward planner, using the same heuristic function. The set of
planning domains used in Table 4.4 is identical to the one we reported in Table 4.3.
We pick the first \( N \) problems in each domain to conduct the experiment where \( N \)
is the number indicated in the parentheses after the domain name. For instance, we test
the first 25 problems in the \textit{airport} domain. The numbers reported for each domain
are average values for each individual problem in that domain.

We see from Table 4.3 that SAC out-performs SP on a set of domains including
\textit{driverlog}, \textit{freecell}, \textit{pipesworld}, \textit{tpp}, \textit{trucks}, and \textit{pathway}. It is worth noting that the
state-independent causal graphs for problems in \textit{freecell}, \textit{pipesworld}, and \textit{pathway} are
all strongly connected, resulting in no stratification of these problems. In these cases,
SP rolls back to FD. SAC, on the other hand, can still reduce the search space by
finding state-dependent commutative action pairs. SP can also lead to expanding
many more states than FD, as illustrated in the \textit{trucks} domain. We investigated this
further and found that SP can prune goal paths when the search is very close to
a goal, resulting a detour in search. Neither EC nor SAC would prune goal paths
during the search.
Table 4.2: Comparison of FD, EC, and SAC using $A^*$ with $h_{max}$ heuristic on IPC domains. We show numbers of expanded and generated nodes. "-" means timeout after 300 seconds. For each problem, we also highlight the best values of expanded and generated nodes among three algorithms, if there is any difference.

<table>
<thead>
<tr>
<th>Domain</th>
<th>FD</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Expanded</td>
<td>Generated</td>
<td>Time</td>
<td>Expanded</td>
<td>Generated</td>
<td>Time</td>
<td>Expanded</td>
</tr>
<tr>
<td>airport1</td>
<td>9</td>
<td>9</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>airport2</td>
<td>16</td>
<td>17</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>airport3</td>
<td>38</td>
<td>102</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>airport4</td>
<td>21</td>
<td>21</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>airport5</td>
<td>22</td>
<td>28</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>airport6</td>
<td>138</td>
<td>335</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>airport7</td>
<td>221987</td>
<td>5305641</td>
<td>81.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>airport8</td>
<td>2420</td>
<td>11190</td>
<td>0.73</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>airport9</td>
<td>11005</td>
<td>60058</td>
<td>4.66</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>airport10</td>
<td>19</td>
<td>20</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>airport11</td>
<td>22</td>
<td>28</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>airport12</td>
<td>122</td>
<td>328</td>
<td>0.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>airport13</td>
<td>112</td>
<td>295</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>airport14</td>
<td>2300</td>
<td>11144</td>
<td>0.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>airport15</td>
<td>1910</td>
<td>9240</td>
<td>0.69</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>depot1</td>
<td>159</td>
<td>1000</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Domain</th>
<th>FD</th>
<th>EC</th>
<th>SAC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Expanded</td>
<td>Generated</td>
<td>Time</td>
</tr>
<tr>
<td>depot2</td>
<td>2294</td>
<td>17803</td>
<td>0.01</td>
</tr>
<tr>
<td>depot3</td>
<td>2389</td>
<td>21172</td>
<td>0.2</td>
</tr>
<tr>
<td>depot4</td>
<td>42435</td>
<td>366989</td>
<td>5.08</td>
</tr>
<tr>
<td>depot5</td>
<td>13096</td>
<td>119388</td>
<td>2.35</td>
</tr>
<tr>
<td>depot7</td>
<td>9672</td>
<td>91795</td>
<td>0.81</td>
</tr>
<tr>
<td>depot8</td>
<td>173184</td>
<td>1999709</td>
<td>40.15</td>
</tr>
<tr>
<td>drivelog1</td>
<td>57</td>
<td>373</td>
<td>0</td>
</tr>
<tr>
<td>drivelog2</td>
<td>55780</td>
<td>417679</td>
<td>2.35</td>
</tr>
<tr>
<td>drivelog3</td>
<td>2982</td>
<td>22693</td>
<td>0.12</td>
</tr>
<tr>
<td>drivelog4</td>
<td>460727</td>
<td>4798803</td>
<td>31.33</td>
</tr>
<tr>
<td>drivelog5</td>
<td>2077987</td>
<td>24224013</td>
<td>167.86</td>
</tr>
<tr>
<td>freecell1</td>
<td>63</td>
<td>407</td>
<td>0.01</td>
</tr>
<tr>
<td>freecell2</td>
<td>212</td>
<td>1603</td>
<td>0.06</td>
</tr>
<tr>
<td>freecell3</td>
<td>162</td>
<td>1156</td>
<td>0.07</td>
</tr>
<tr>
<td>freecell4</td>
<td>792</td>
<td>4765</td>
<td>0.35</td>
</tr>
<tr>
<td>freecell5</td>
<td>526</td>
<td>2930</td>
<td>0.49</td>
</tr>
<tr>
<td>freecell6</td>
<td>430</td>
<td>2834</td>
<td>0.88</td>
</tr>
<tr>
<td>freecell7</td>
<td>1429</td>
<td>8347</td>
<td>2.5</td>
</tr>
<tr>
<td>freecell8</td>
<td>1682</td>
<td>12015</td>
<td>6.68</td>
</tr>
<tr>
<td>freecell9</td>
<td>2001</td>
<td>12122</td>
<td>7.44</td>
</tr>
<tr>
<td>Domain</td>
<td>FD</td>
<td>EC</td>
<td>SAC</td>
</tr>
<tr>
<td>--------</td>
<td>----</td>
<td>----</td>
<td>-----</td>
</tr>
<tr>
<td></td>
<td>Expanded</td>
<td>Generated</td>
<td>Time</td>
</tr>
<tr>
<td>freecell10</td>
<td>1953</td>
<td>14383</td>
<td>11.66</td>
</tr>
<tr>
<td>rover1</td>
<td>323</td>
<td>2043</td>
<td>0</td>
</tr>
<tr>
<td>rover2</td>
<td>161</td>
<td>1019</td>
<td>0</td>
</tr>
<tr>
<td>rover3</td>
<td>863</td>
<td>5724</td>
<td>0.01</td>
</tr>
<tr>
<td>rover4</td>
<td>291</td>
<td>2399</td>
<td>0</td>
</tr>
<tr>
<td>rover5</td>
<td>324204</td>
<td>5714884</td>
<td>6.42</td>
</tr>
<tr>
<td>rover6</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>rover7</td>
<td>156150</td>
<td>2179859</td>
<td>2.64</td>
</tr>
<tr>
<td>truck1</td>
<td>390</td>
<td>4306</td>
<td>0.03</td>
</tr>
<tr>
<td>truck2</td>
<td>943</td>
<td>13212</td>
<td>0.01</td>
</tr>
<tr>
<td>truck3</td>
<td>9162</td>
<td>178481</td>
<td>1.12</td>
</tr>
<tr>
<td>truck4</td>
<td>37799</td>
<td>258286</td>
<td>1.77</td>
</tr>
</tbody>
</table>
Table 4.3: Comparison of FD, EC and SAC with no-preferred operators on IPC’s domains. We show numbers of expanded and generated nodes. “-” means timeout after 1800 seconds. For each problem, we also highlight the best values of expanded and generated nodes among three algorithms if there is any difference.

<table>
<thead>
<tr>
<th>Domains</th>
<th>FD</th>
<th>EC</th>
<th>SAC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Expanded</td>
<td>Generated</td>
<td>Time</td>
</tr>
<tr>
<td>airport13</td>
<td>43</td>
<td>106</td>
<td>0.03</td>
</tr>
<tr>
<td>airport14</td>
<td>78</td>
<td>321</td>
<td>0.07</td>
</tr>
<tr>
<td>airport15</td>
<td>67</td>
<td>224</td>
<td>0.06</td>
</tr>
<tr>
<td>airport16</td>
<td>310</td>
<td>1541</td>
<td>0.35</td>
</tr>
<tr>
<td>airport17</td>
<td>815</td>
<td>4682</td>
<td>1.15</td>
</tr>
<tr>
<td>airport18</td>
<td>18653</td>
<td>142281</td>
<td>44.3</td>
</tr>
<tr>
<td>airport19</td>
<td>10564</td>
<td>65299</td>
<td>15.07</td>
</tr>
<tr>
<td>airport20</td>
<td>25377</td>
<td>182487</td>
<td>52.94</td>
</tr>
<tr>
<td>airport21</td>
<td>102</td>
<td>274</td>
<td>0.24</td>
</tr>
<tr>
<td>airport22</td>
<td>149</td>
<td>524</td>
<td>0.51</td>
</tr>
<tr>
<td>airport23</td>
<td>169</td>
<td>620</td>
<td>0.81</td>
</tr>
<tr>
<td>airport24</td>
<td>166</td>
<td>888</td>
<td>1.14</td>
</tr>
<tr>
<td>airport25</td>
<td>33751</td>
<td>197109</td>
<td>256.95</td>
</tr>
<tr>
<td>driverlog11</td>
<td>24</td>
<td>284</td>
<td>0.01</td>
</tr>
<tr>
<td>driverlog12</td>
<td>78</td>
<td>1059</td>
<td>0.05</td>
</tr>
<tr>
<td>driverlog13</td>
<td>583</td>
<td>6396</td>
<td>0.25</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Domains</th>
<th>FD</th>
<th>EC</th>
<th>SAC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Expanded</td>
<td>Generated</td>
<td>Time</td>
</tr>
<tr>
<td>driverlog14</td>
<td>248</td>
<td>3378</td>
<td>0.13</td>
</tr>
<tr>
<td>driverlog16</td>
<td>64971</td>
<td>1331293</td>
<td>146.32</td>
</tr>
<tr>
<td>driverlog17</td>
<td>24860</td>
<td>804116</td>
<td>204.9</td>
</tr>
<tr>
<td>driverlog19</td>
<td>834</td>
<td>26406</td>
<td>9.77</td>
</tr>
<tr>
<td>freecell1</td>
<td>10</td>
<td>59</td>
<td>0.08</td>
</tr>
<tr>
<td>freecell2</td>
<td>17</td>
<td>114</td>
<td>0.1</td>
</tr>
<tr>
<td>freecell3</td>
<td>20</td>
<td>144</td>
<td>0.3</td>
</tr>
<tr>
<td>freecell4</td>
<td>48</td>
<td>268</td>
<td>0.39</td>
</tr>
<tr>
<td>freecell5</td>
<td>88</td>
<td>510</td>
<td>0.62</td>
</tr>
<tr>
<td>freecell6</td>
<td>98</td>
<td>510</td>
<td>0.74</td>
</tr>
<tr>
<td>freecell7</td>
<td>412</td>
<td>1594</td>
<td>4.26</td>
</tr>
<tr>
<td>freecell8</td>
<td>106</td>
<td>700</td>
<td>1.02</td>
</tr>
<tr>
<td>freecell9</td>
<td>(68)</td>
<td>(500)</td>
<td>2.6</td>
</tr>
<tr>
<td>freecell10</td>
<td>797</td>
<td>5043</td>
<td>50.79</td>
</tr>
<tr>
<td>freecell11</td>
<td>120</td>
<td>530</td>
<td>3.72</td>
</tr>
<tr>
<td>freecell12</td>
<td>192</td>
<td>1085</td>
<td>5.6</td>
</tr>
<tr>
<td>freecell13</td>
<td>(412)</td>
<td>(2655)</td>
<td>10.21</td>
</tr>
<tr>
<td>freecell14</td>
<td>287</td>
<td>2274</td>
<td>31.27</td>
</tr>
<tr>
<td>freecell15</td>
<td>1913</td>
<td>8642</td>
<td>140.72</td>
</tr>
<tr>
<td>freecell16</td>
<td>3818</td>
<td>31173</td>
<td>143.88</td>
</tr>
<tr>
<td>Domains</td>
<td>FD</td>
<td>EC</td>
<td>SAC</td>
</tr>
<tr>
<td>-----------------</td>
<td>-------------</td>
<td>-------------</td>
<td>--------------</td>
</tr>
<tr>
<td></td>
<td>Expanded</td>
<td>Generated</td>
<td>Time</td>
</tr>
<tr>
<td>freecell17</td>
<td>246</td>
<td>1402</td>
<td>19.71</td>
</tr>
<tr>
<td>freecell18</td>
<td>3480</td>
<td>(17263)</td>
<td>354.43</td>
</tr>
<tr>
<td>pipesworld7</td>
<td>13</td>
<td>685</td>
<td>1.19</td>
</tr>
<tr>
<td>pipesworld8</td>
<td>12</td>
<td>550</td>
<td>0.79</td>
</tr>
<tr>
<td>pipesworld9</td>
<td>319</td>
<td>8297</td>
<td>10.05</td>
</tr>
<tr>
<td>pipesworld10</td>
<td>(50)</td>
<td>(1572)</td>
<td>2.92</td>
</tr>
<tr>
<td>pipesworld11</td>
<td>(197)</td>
<td>(970)</td>
<td>0.34</td>
</tr>
<tr>
<td>pipesworld13</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>pipesworld14</td>
<td>3412</td>
<td>16652</td>
<td>6.01</td>
</tr>
<tr>
<td>pipesworld15</td>
<td>568191</td>
<td>2792188</td>
<td>1284.82</td>
</tr>
<tr>
<td>pipesworld17</td>
<td>156733</td>
<td>561923</td>
<td>292.99</td>
</tr>
<tr>
<td>pipesworld18</td>
<td>21164</td>
<td>230257</td>
<td>1049.83</td>
</tr>
<tr>
<td>pipesworld20</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>pipesworld21</td>
<td>4486</td>
<td>29504</td>
<td>32.43</td>
</tr>
<tr>
<td>tpp8</td>
<td>675</td>
<td>4987</td>
<td>0.12</td>
</tr>
<tr>
<td>tpp9</td>
<td>(570)</td>
<td>(3839)</td>
<td>0.09</td>
</tr>
<tr>
<td>tpp10</td>
<td>585</td>
<td>5861</td>
<td>0.13</td>
</tr>
<tr>
<td>tpp11</td>
<td>6294</td>
<td>68216</td>
<td>3.21</td>
</tr>
<tr>
<td>tpp12</td>
<td>12922</td>
<td>139267</td>
<td>7.42</td>
</tr>
<tr>
<td>tpp13</td>
<td>7757</td>
<td>91630</td>
<td>6.8</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Domains</th>
<th>FD</th>
<th>EC</th>
<th>SAC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Expanded</td>
<td>Generated</td>
<td>Time</td>
</tr>
<tr>
<td>tpp14</td>
<td>12291</td>
<td>170578</td>
<td>190.82</td>
</tr>
<tr>
<td>tpp15</td>
<td>9203</td>
<td>112319</td>
<td>15.12</td>
</tr>
<tr>
<td>tpp16</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>tpp20</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>storage13</td>
<td>(1353)</td>
<td>(4606)</td>
<td>0.18</td>
</tr>
<tr>
<td>storage14</td>
<td>265</td>
<td>2727</td>
<td>0.2</td>
</tr>
<tr>
<td>storage15</td>
<td>57</td>
<td>(603)</td>
<td>0.13</td>
</tr>
<tr>
<td>storage16</td>
<td>52</td>
<td>697</td>
<td>0.25</td>
</tr>
<tr>
<td>storage17</td>
<td>(308)</td>
<td>(4128)</td>
<td>0.63</td>
</tr>
<tr>
<td>storage18</td>
<td>361</td>
<td>5628</td>
<td>1.68</td>
</tr>
<tr>
<td>storage19</td>
<td>(133171)</td>
<td>(1426180)</td>
<td>594.48</td>
</tr>
<tr>
<td>trucks1</td>
<td>22</td>
<td>230</td>
<td>0.01</td>
</tr>
<tr>
<td>trucks2</td>
<td>327</td>
<td>4434</td>
<td>0.05</td>
</tr>
<tr>
<td>trucks3</td>
<td>35</td>
<td>672</td>
<td>0.05</td>
</tr>
<tr>
<td>trucks4</td>
<td>40</td>
<td>931</td>
<td>0.02</td>
</tr>
<tr>
<td>trucks5</td>
<td>37</td>
<td>1255</td>
<td>0.05</td>
</tr>
<tr>
<td>trucks6</td>
<td>47</td>
<td>1822</td>
<td>0.08</td>
</tr>
<tr>
<td>trucks7</td>
<td>23913</td>
<td>525066</td>
<td>9.24</td>
</tr>
<tr>
<td>trucks8</td>
<td>300</td>
<td>9217</td>
<td>0.24</td>
</tr>
<tr>
<td>trucks9</td>
<td>3390</td>
<td>154042</td>
<td>2.87</td>
</tr>
<tr>
<td>Domains</td>
<td>FD</td>
<td>EC</td>
<td>SAC</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
<td>-------------</td>
<td>--------------</td>
</tr>
<tr>
<td></td>
<td>Expanded</td>
<td>Generated</td>
<td>Time</td>
</tr>
<tr>
<td>trucks10</td>
<td>139416</td>
<td>8111005</td>
<td>179.09</td>
</tr>
<tr>
<td>trucks11</td>
<td>4715</td>
<td>344079</td>
<td>13.89</td>
</tr>
<tr>
<td>trucks12</td>
<td>320765</td>
<td>3011993</td>
<td>1357.29</td>
</tr>
<tr>
<td>trucks13</td>
<td>525967</td>
<td>27598625</td>
<td>1181.73</td>
</tr>
<tr>
<td>trucks14</td>
<td>37380</td>
<td>863543</td>
<td>46.23</td>
</tr>
<tr>
<td>trucks15</td>
<td>59659</td>
<td>1356218</td>
<td>79.9</td>
</tr>
<tr>
<td>trucks17</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>rovers7</td>
<td>30</td>
<td>464</td>
<td>0.01</td>
</tr>
<tr>
<td>rovers8</td>
<td>36</td>
<td>866</td>
<td>0.01</td>
</tr>
<tr>
<td>rovers9</td>
<td>281</td>
<td>5865</td>
<td>0.06</td>
</tr>
<tr>
<td>rovers10</td>
<td>232</td>
<td>7321</td>
<td>0.09</td>
</tr>
<tr>
<td>rovers11</td>
<td>1074</td>
<td>24425</td>
<td>0.28</td>
</tr>
<tr>
<td>rovers12</td>
<td>26</td>
<td>531</td>
<td>0.01</td>
</tr>
<tr>
<td>rovers13</td>
<td>175</td>
<td>4523</td>
<td>0.09</td>
</tr>
<tr>
<td>rovers14</td>
<td>81</td>
<td>2075</td>
<td>0.03</td>
</tr>
<tr>
<td>rovers15</td>
<td>570</td>
<td>16587</td>
<td>0.25</td>
</tr>
<tr>
<td>rovers16</td>
<td>545</td>
<td>13945</td>
<td>0.24</td>
</tr>
<tr>
<td>rovers17</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>rovers18</td>
<td>37590</td>
<td>1532969</td>
<td>52.87</td>
</tr>
<tr>
<td>openstack5</td>
<td>39</td>
<td>171</td>
<td>0.01</td>
</tr>
<tr>
<td>Domains</td>
<td>FD</td>
<td>EC</td>
<td>SAC</td>
</tr>
<tr>
<td>----------</td>
<td>----------------</td>
<td>----------------</td>
<td>-----------------</td>
</tr>
<tr>
<td></td>
<td>Expanded</td>
<td>Generated</td>
<td>Time</td>
</tr>
<tr>
<td>openstack6</td>
<td>109 712 0.05</td>
<td>109 712 0.06</td>
<td>109 712 0.08</td>
</tr>
<tr>
<td>openstack7</td>
<td>100 673 0.05</td>
<td>100 673 0.06</td>
<td>100 (672) 0.09</td>
</tr>
<tr>
<td>pathway3</td>
<td>28 344 0.01</td>
<td>28 344 0.01</td>
<td>(22) (84) 0.01</td>
</tr>
<tr>
<td>pathway4</td>
<td>76 726 0.01</td>
<td>76 726 0.03</td>
<td>(61) (624) 0.01</td>
</tr>
<tr>
<td>pathway5</td>
<td>47 1296 0.02</td>
<td>47 1296 0.03</td>
<td>(37) (1061) 0.02</td>
</tr>
<tr>
<td>pathway6</td>
<td>255 6402 0.12</td>
<td>255 6402 0.28</td>
<td>(68) (626) 0.04</td>
</tr>
<tr>
<td>pathway7</td>
<td>21147 750778 20.76</td>
<td>21147 750778 47.21</td>
<td>21147 (533384) 17.28</td>
</tr>
<tr>
<td>pathway8</td>
<td>(21507) 858174 24.93</td>
<td>- - -</td>
<td>39088 (472722) 31.25</td>
</tr>
<tr>
<td>pathway9</td>
<td>- - -</td>
<td>471 13639 1.39</td>
<td>(151) (2155) 0.19</td>
</tr>
</tbody>
</table>
Table 4.4: Comparison of SP and SAC to FD on IPC domains without preferred operators. We show ratios in the table for SP and SAC compared to FD. We use 2-stratification for SP. Numbers in the parentheses after domain names are the number of problems in that domain that we ran experiments on. Smaller values in the table indicate better performance. Domains marked with a * are not stratifiable, which causes SP to roll back to FD.

<table>
<thead>
<tr>
<th>Domains</th>
<th>Ratio of SP to FD</th>
<th></th>
<th>Ratio of SAC to FD</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Expanded Generated Time</td>
<td>Expanded Generated Time</td>
<td>Expanded Generated Time</td>
<td></td>
</tr>
<tr>
<td>airport (25)</td>
<td>0.78 0.51 (0.77)</td>
<td></td>
<td>(0.65) 0.65 (0.77)</td>
<td></td>
</tr>
<tr>
<td>depot (10)</td>
<td>(0.41) 1.3 (0.48)</td>
<td></td>
<td>1.05 1.09 1.29</td>
<td></td>
</tr>
<tr>
<td>driverlog (18)</td>
<td>1.26 1.99 1.8</td>
<td></td>
<td>(0.79) 0.78 (0.99)</td>
<td></td>
</tr>
<tr>
<td>freecell* (20)</td>
<td>1.0 1.0 1.0</td>
<td></td>
<td>(0.54) 0.51 (0.60)</td>
<td></td>
</tr>
<tr>
<td>pipesworld* (21)</td>
<td>1.0 1.0 1.0</td>
<td></td>
<td>(0.87) 0.61 (0.79)</td>
<td></td>
</tr>
<tr>
<td>tpp (20)</td>
<td>0.41 0.59 0.41</td>
<td></td>
<td>(0.31) 0.34 (0.39)</td>
<td></td>
</tr>
<tr>
<td>storage (20)</td>
<td>(0.77) 0.6 (0.75)</td>
<td></td>
<td>1.06 0.91 1.19</td>
<td></td>
</tr>
<tr>
<td>trucks (16)</td>
<td>1.52 2.22 2.07</td>
<td></td>
<td>(0.65) 0.46 (0.75)</td>
<td></td>
</tr>
<tr>
<td>pathway* (10)</td>
<td>1.00 1.00 1.00</td>
<td></td>
<td>(0.90) 0.78 (0.95)</td>
<td></td>
</tr>
</tbody>
</table>
4.6 Summary

Previous work in both model checking and AI planning has demonstrated that POR is a powerful method for reducing search costs. POR is an enabling technique for model checking, which would not be practical without POR due to its high complexity. Although POR has been extensively studied for model checking, its theory has not been developed for AI planning. In this chapter, we developed a new POR theory for planning that is parallel to the stubborn set theory in model checking.

In addition, by analyzing the structure of actions in planning problems, we derived a practical criterion that defines commutativity between actions. Based on the notion of commutativity, we developed sufficient conditions for finding stubborn sets during search for planning. Furthermore, we applied our theory to explain two previous POR algorithms for planning. The explanation provided useful insights that lead to a stronger and more efficient POR algorithm called SAC. Comparing to previous POR algorithms, SAC finds stubborn sets based on a finer granularity for checking commutativity, leading to stronger reduction. We compared the performance of SAC to the previously proposed EC algorithm on both optimal and non-optimal state space searches. Experimental results showed that the proposed SAC algorithm led to stronger node reduction and less overhead.
Chapter 5

Accelerating Heuristic Search with Random Walks

Partial order reduction techniques proposed in the previous chapters are approaches that leverage the overall structure of search space. In this chapter, we study the local structure of state space as defined by heuristic functions to accelerate heuristic search. In particular, we study the behaviors of heuristic search in local regions where heuristic functions are not informative.

A well-observed phenomenon in heuristic search is that the search algorithm may explore a large number of states without reducing the heuristic function value. This phenomenon, called “plateau exploration”, has been extensively studied in satisfiability (SAT) and constraint satisfaction problems (CSP). In heuristic search, plateau exploration takes up the majority of the search time. Therefore, to accelerate heuristic search, it is important to study ways to accelerate plateau exploration.

In this chapter, we introduce a random walk assisted search algorithm framework. We also establish a theoretical model to analyze the conditions under which random walk is helpful to heuristic search in finding plateau exits. We show the effectiveness of the proposed algorithm by presenting experimental results from recent IPC domains and the Seventh International Planning Competition [5].
5.1 Background

In heuristic search, the number of states explored depends largely on the quality of the heuristic function. In the ideal case, a search with the perfect heuristic function that accurately calculates the distance from any state to goal state would only expand $O(L)$ states, where $L$ is the distance from the initial state to goal. In reality, heuristic search usually explores an exponential number of states as the problem size grows. Heuristic search, even with almost perfect heuristic guidance, may still lead to high search cost for optimal planning [37].

To further understand the impact of heuristics for state space search, we view the search procedure from another perspective— as an optimization procedure that aims to find a state that minimizes the heuristic function value. Here we assume that the heuristic function takes value 0 if and only if it is at some goal state. From this perspective, an immediate insight is that a search is making progress if the best heuristic value found so far is decreasing. To measure this kind of progress, we monitor the incumbent heuristic value $\hat{h}$. Intuitively, during search, for any state $s$ that is removed from the open list, the incumbent heuristic value $\hat{h}(s)$ is the smallest heuristic value of all states explored up to $s$.

For any heuristic search, its incumbent heuristic value decreases monotonically during search and finally reaches 0 when a goal is found. In a typical search where the number of explored states is much larger than the solution length, most consecutive states removed from the open list have the same incumbent heuristic value. When heuristic functions are not informative, search can halt on the same incumbent heuristic value for a long time. We call this phenomenon plateau exploration.

Inspired by the work of Nakhost et al. [56] on using Monte-Carlo Random Walk in solving planning problems, we propose to use random walk procedures to assist heuristic searches. Specifically, we invoke an episode of random walks within a heuristic search when a plateau is encountered (i.e., when the search cannot improve the incumbent heuristic value for an extended period of time).

In this study, we find three advantages of using random walks to assist heuristic search for planning. First, a random walk has the potential to quickly find a state
that reduces the incumbent heuristic value, by jumping out of local minima or jumping
over a local maxima with respect to the heuristic function. In contrast, a deterministic
heuristic search will have to explore all possible states around the local minima or
before the local maxima. Second, compared to heuristic search in which heuristic
functions are evaluated at each state, the random walk algorithm can skip heuristic
evaluations of most intermediate states during exploration, making space exploration
more efficient. Third, random walks require little memory, and therefore do not add
space complexity to the original heuristic search. One limitation of using random
walks is that the solution found by random walk is no longer guaranteed to be optimal
even if it is combined with A* search. For this reason, we focus on accelerating best-
first search, a heuristic search procedure that finds satisfying plans while trying to
minimize plan cost.

5.2 Local Properties of Search Space

Unlike local search which always explores neighbor states next (subject to backtracking),
heuristic search always fetches the next state from the open list ordered by the
heuristic function, regardless of whether it is the immediate successor of the current
state. To facilitate our study of the local plateau structure of search space, we base
our discussion on a local region of the state space.

Definition 28 (Neighbors in a State Space) Given a state space \( S \) and a state
\( s \in S \), an \( l \)-neighbor \( \mathcal{N}(s, l) \) of \( s \), where \( l \) is a positive integer, is a set of all states
that can be reached from \( s \) within \( l \) steps in \( S \). A special neighbor \( \mathcal{N}(s, \infty) \) is the set
of all states that are reachable from \( s \).

For heuristic search in the complete state-space, the objective of heuristic search is to
find states that can reduce the current incumbent heuristic value. When discussion
is limited on a local region \( \mathcal{N}(s, l) \) where \( s \) is the starting point, we use \( h(s) \) as
the incumbent heuristic value in analysis. Namely, \( \hat{h}(s) = h(s) \). A heuristic search
procedure can be viewed as a multi-phase search where the objective of each phase
is to find a state \( s_e \) in some \( l \)-neighbor \( \mathcal{N}(s, l) \) of \( s \) such that \( h(s_e) < h(s) \). We define
state \( s_e \) as an exit state of \( \mathcal{N}(s, l) \) if \( h(s_e) < h(s) \). A region \( \mathcal{P} \subseteq \mathcal{N}(s, l) \) is a plateau if
every state $s_p \in \mathcal{P}$ has $h(s_p) \geq h(s)$. Note that the definition of $s_e$ is dependent on $l$, the size of the $l$-neighbor. In the following discussions, we assume $l$ is predetermined.

Similar to the heuristic search conducted on the search space, heuristic search conducted on $\mathcal{N}(s, l)$ exploring states in orders that are determined by both the topological structure of $\mathcal{N}(s, l)$ and the heuristic function. We introduce the following definitions to capture these orders.

**Definition 29 (Order of States)** Given a heuristic search procedure $\mathcal{A}_h$ in an $l$-neighbor $\mathcal{N}(s, l)$ of $s$, the sequence of states in $\mathcal{N}(s, l)$ explored by $\mathcal{A}_h$, denoted by $\mathcal{L}$, is an ordered list. A relation $<$ can be defined between states in $\mathcal{L} = s_1, \ldots, s_r$ where for any $s_i, s_j \in \mathcal{L}$, $s_i < s_j$ if and only if $i < j$.

We would like to point out that the order of states for heuristic search $\mathcal{A}_h$ depends on the local topology of the search space as well as the heuristic function. To understand the interactions between these two, we define the natural order and heuristic order of states.

**Definition 30 (Natural Order of States)** Given a state $s_0$ and two states $s_1, s_2 \in \mathcal{N}(s_0, l)$, $s_1$ is naturally ordered before $s_2$ if any path from $s_0$ to $s_2$ contains $s_1$. In other words, to reach $s_2$ from $s_0$, search has to reach $s_1$ first.

Natural order between states is a well-defined partial order relation. We can show this by validating the reflexivity, antisymmetry and transitivity of this relation. We denote this relation by $s_1 \leq_n s_2$ if $s_1$ is naturally ordered before $s_2$, and $s_1 <_n s_2$ if $s_1 \leq_n s_2$ and $s_1 \neq s_2$.

Note that *reflexivity* holds for any state $s$ because any path from $s_0$ to $s$ contains state $s$ itself. *Antisymmetry* is also straightforward to verify. For any two states $a$ and $b$, such that $a \leq_n b$ and $b \leq_n a$, we show $a = b$. Without loss of generality, we assume the shortest path from $s_0$ to $a$ and $b$ is a path from $s_0$ to $b$, of length $m$. Since we have $a \leq_n b$, by definition $a$ is on the path from $s_0$ to $b$. However, since $b <_n a$, $b$ is also on the path from $s_0$ to $a$. This can only happen when $a = b$, because if $a$ and $b$ are different, then the subpath from $s_0$ to $a$ is shorter than $m$, contradicting
our assumption that $s_0$ to $b$ is shorter than $s_0$ to $a$. Transitivity also holds for natural orders. If we have $s_1 \leq_n s_2$ and $s_2 \leq_n s_3$, then any path from $s_0$ to $s_3$ would include $s_2$, and every path from $s_0$ to $s_2$ includes $s_1$. This implies any path from $s_0$ to $s_3$ includes $s_1$, or $s_1 \leq_n s_3$.

Natural order is the topological order of states that any search process must obey. Heuristic function works on top of natural order to order all states according to their heuristic function values.

**Definition 31 (Heuristic Order of States)** Given a state $s$ and two states $s_1, s_2 \in \mathbb{N}(s, l)$ that neither $s_1 \leq_n s_2$ nor $s_2 \leq_n s_1$ is true, we have relation $s_1 <_h s_2$ if $h(s_1) < h(s_2)$, or if $h(s_1) = h(s_2)$ and a tie-breaking process puts $s_1$ before $s_2$ when they are retrieved from the open list.

In Definition 31, we assume there is a tie-breaking process that gives orders to states that share the same heuristic value in the open list. How tie breaking is conducted is not essential to our discussion here. We can safely assume that there is a deterministic tie-breaking process for heuristic search.

It is intuitive to see how the order of state exploration in a heuristic search is related to natural order and heuristic order. For instance, if we have two different states $s_1, s_2$ such that $s_1 \leq_n s_2$ holds, a heuristic search procedure would explore $s_1$ before $s_2$. If both $s_1$ and $s_2$ are in the open list during a heuristic search, and $s_1 <_h s_2$ holds, a heuristic search would explore $s_1$ before $s_2$. We formalized and extend this observation in Theorem 10.

**Theorem 10** Given a state $s_0$ and two different states $s_1, s_2$ in $\mathbb{N}(s_0, l)$, and their common ancestor $s_a$, a heuristic search $A_h$ on $\mathbb{N}(s_0, l)$ explores state $s_1$ before $s_2$ (i.e. $s_1 < s_2$) if and only if one of these two conditions holds:

- **C1** $s_1 \leq_n s_2$,
- **C2** there exists a state $s_3$ such that $s_a <_n s_3 \leq_n s_2$ and $s_1 <_h s_3$. 
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Proof: Under the assumption that heuristic search explores $s_1$ before $s_2$, we first examine the natural order between $s_1$ and $s_2$. It is easy to see that we have either $s_1 <_n s_2$ (C1), or the natural order between $s_1$ and $s_2$ is not defined. It is not possible to have $s_2 <_n s_1$ because heuristic search would explore $s_2$ before $s_1$.

When the natural order between $s_1$ and $s_2$ are not defined, we look at the set of states $S_{a\rightarrow 2}$ on the path from their least common ancestor $s_a$ to $s_2$, excluding $s_a$. This set is well-defined. At least one element, $s_2$, is in $S_{a\rightarrow 2}$ because $s_2 \neq s_a$.

For any state $s \in S_{a\rightarrow 2}$, we have either $s_1 < s$ or $s < s_1$. Note that among all states $s$ in $S_{a\rightarrow 2}$ such that $s_1 < s$, we pick the state that has the minimal natural order and denote it by $s_3$. State $s_3$ exists because there is at least one state, $s_2 \in S_{a\rightarrow 2}$, such that $s_1 < s_2$.

Now we consider the immediate predecessor of $s_3$, $s'_3$. Since $s_3$ has the minimal natural order among all states that are explored after $s_1$, $s'_3$ must be explored before $s_1$, whereas $s_3$ is explored after $s_1$ in heuristic search. In other words, we have $s'_3 < s_1 < s_3$.

Note that when heuristic search explores $s'_3$, $s_3$, an immediate successor of $s'_3$, is inserted into the open list by heuristic search. This means $s_3 <_h s_1$ holds. Otherwise, $s_3$ would be explored before $s_1$ by heuristic search. Hence, there exists a state $s_3 \in S_{a\rightarrow 2}$, such that $s_a <_n s_3 \leq_n s_2$ and $s_1 <_h s_3$.

On the other hand, if condition C1 is true, by definition $s_1 < s_2$. If C2 holds, we have $s_1 < s_3 \leq_n s_2$. Therefore, $s_1 < s_2$.

It is intuitive to understand that inaccurate heuristic values often lead to inefficient heuristic search. Theorem 10 provides a direct interpretation on why heuristic search can be ineffective in a local region. The necessary and sufficient conditions in Theorem 10 directly translate to the following two scenarios.

**Scenario 1: Local minima (traps).** Local minima (traps) are states where all other states in the neighbor have higher heuristic value.
Let us assume there is a path $s_0, s_1, \cdots, s_i, \cdots, s_e$ from state $s_0$ to an exit state $s_e \in N(s_0, l)$. Ideally, heuristic search from $s_0$ would advance towards $s_e$ in $i$ steps. According to Theorem 10, when a state $s_i$ is in the open list, any state $s'$ in the open list that satisfies $s' < h s_i$ would be explored before $s_i$. If $s'$ is not part of any exit path, then heuristic search is trapped at $s'$ instead of advancing the search along the exit path.

To make this worse, when heuristic function underestimates, it tends to underestimate a set of connected states in a local region, as they may share a similar relaxation. These states would be ordered before $s_i$ according to Theorem 10, and therefore be explored before $s_e$. These states trap the heuristic search into local minima regions before the search can explore states along the exit path.

It is worth pointing out that heuristic underestimation is not the only cause for trapping. Recall that Theorem 10 only requires $s' < h s_i$ when $s'$ is explored before $s_i$. Even if heuristic function is almost perfect in that it does not underestimate the goal distance most of the time, and does make the heuristics of $s_i$ and $s'$ the same, the tie breaking process could still order $s'$ before $s_i$. These cases can lead to an exponential number of states explored as the search progress for optimal search. This tragic scenario is demonstrated in [37].

**Scenario 2. Local maxima (blocks)**. Local maxima (blocks) are states on an exit path that has heuristic values larger than neighbor states.

This scenario arises from the overestimation of heuristic values on the goal path. Ideally, states along the exit path would have monotonically decreasing heuristic values ($h(s_0) > h(s_1) > \cdots > h(s_e)$). If $h(s_i)$ on the exit path is a local minima and $s_i$ is in the open list, then any state $s'$ in the open list, including the neighbor states of $s_i$, would get explored before $s_i$ as $s' < h s_i$. If $s_i$ is naturally ordered before $s_e$, it becomes a block on the exit path, because the heuristic search would have to explore every state $s'$ such that $s' < h s_i$. Even when heuristics are accurate for all other states, a block on the exit path still leads to inefficient searches.
Modern heuristic functions such as Fast Forward ($h_{ff}$), Landmark Count ($h_{lm}$) and Fast Downward $h_{eg}$ utilize problem relaxation and satisfiable plan extraction to calculated heuristics. More often than not, these inadmissible heuristics create traps and blocks in the search space, leading to plateau exploration during search.

5.2.1 Approaches for Accelerating Plateau Exploration

Several lines of work are available for accelerating plateau exploration in heuristic search.

First, multiple heuristic functions can be used to sort states in the open list in different orders [33]. Since different heuristic functions lead to different heuristic orders of states, when one heuristic function encounters traps or blocks on a plateau, other heuristics may give informative guidance and find exits from a plateau. However, extra heuristic function calculations and extra open lists can increase the overall time and space complexity of the search algorithm.

Second, Monte-Carlo Random Walk (MCRW) algorithms are capable of escaping from local minima, and have been used to solve planning problems with good performance [56]. However, planners using solely stochastic search strategies are generally slower than deterministic heuristic search planners. Stochastic search also does not perform well on problems with many dead end states.

5.3 Random Walk Assisted Best-First Search

The natural order of states are defined by the state space, while heuristic order is defined by heuristic function. At first glance, there is not much we can do to accelerate heuristic search unless we improve the quality of the heuristic functions themselves.

In the local search region, however, we can devise techniques to accelerate plateau exploration by avoiding traps and blocks. Our proposed search framework is inspired by both the MCRW approach [56] and the multiple heuristic search [33] approach. We use a best-first search procedure to conduct heuristic search most of the time, as
best-first search gives good performance when the heuristic functions are accurate. In addition, when a plateau is detected, a random walk procedure is invoked to assist the best-first search, with an aim of quick escape from the plateau.

5.3.1 Algorithm Framework

We use random walk as the main technique to enhance heuristic search for planning. We start from the definition of random walk.

Definition 32 (Random Walk in State Space) Given a state space \( S \) and a state \( s \in S \), a random walk is a path in \( S \) such that: each state (other than the first state \( s \)) in the path is a randomly chosen successor of the state before it. The length of the path is defined as the length of the random walk, and the first/last state in the path are called the start/end of the random walk. A random walk starting from \( s \) with length \( l \) is denoted by \( w(s, l) \).

In solving planning problems, examining one random walk is hardly useful in finding a goal state. We introduce random advancement, which consists of a group of random walks with the same starting state. Random advancement is a procedure that invokes multiple random walks to find the best possible state in the local neighbor of a state. Formally, we define it as follows.

Definition 33 (Random Advancement) Given a state space \( S \), a state \( s \in S \) and a heuristic function \( h \), a \textsc{Random Advancement}(\( s, l, n \)), where \( l \) and \( n \) are positive integers, consists of \( n \) random walks \( w(s, l) \) and returns the end state \( s^* \) with the minimum heuristic value.

Algorithm 6 illustrates the details of conducting a random advancement on state \( s \). Given parameter \( n \), \( l \) and the starting state \( s \), a \textsc{Random Advancement}(\( s, l, n \)) invokes \( n \) random walks from \( s \) with length \( l \) and selects the end state with the minimum heuristic function value (Line 10-12). Note that heuristic functions are not evaluated for the intermediate states in random walks. As a result, the heuristic function is evaluated only \( n \) times in \textsc{Random Advancement}(\( s, l, n \)).
Algorithm 6: Random Advancement

input : a state $s$, the parameter $l$, the parameter $n$

1. $c \leftarrow 0$;
2. $s' \leftarrow s$
3. $h_{\text{min}} \leftarrow \infty$
4. for $c \leftarrow 1$ to $n$
   5.   for $j \leftarrow 1$ to $l$
       6.     $o \leftarrow$ a random action applicable to $s'$
       7.     $s' \leftarrow \text{APPLY} \ (s', o)$
       end
   8. $h' \leftarrow h(s')$
   9. if $h' < h_{\text{min}}$
      10.     $s_{\text{min}} \leftarrow s'$
      11.     $h_{\text{min}} \leftarrow h'$
      end
14. end
15. return $s_{\text{min}}$

Figure 5.1: Random exploration as a concatenation of random advancements.

Definition 34 Given a state space $S$, states $s, s' \in S$, positive integers $l, t, n$, a random exploration procedure, as described in Algorithm 7, first determines the value of $l, n, t$ and then uses these values to conduct $t$ consecutive random advancements, each using the end state of the previous one as the start state. A random exploration moves the current state from $s$ to the end state of the last random advancement.

A random exploration moves the current state $s$ to a new state $s'$ that is $tl$ steps away, by applying $t$ consecutive random advancements. Figure 5.1 illustrates the
Algorithm 7: Random Exploration

\begin{verbatim}
input : a state \( s \)
1 \( c \leftarrow 0 \);
2 \( s' \leftarrow s \);
3 determines parameter \( t, n, \) and \( l \);
4 \textbf{for} \( c \leftarrow 1 \) \textbf{to} \( t \) \textbf{do}
5 \hspace{1em} \( s' \leftarrow \text{RANDOM ADVANCEMENT}(s', l, n) \);
6 \textbf{end}
7 \textbf{return} \( s' \);
\end{verbatim}

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Mnemonics</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t )</td>
<td>steps</td>
<td>number of advancements in a random exploration</td>
</tr>
<tr>
<td>( n )</td>
<td>number of walks</td>
<td>number of walks in a random advancement</td>
</tr>
<tr>
<td>( l )</td>
<td>length</td>
<td>length of a single random walk</td>
</tr>
</tbody>
</table>

Table 5.1: List of parameters used in RANDOM EXPLORATION

concatenation of random advancements into a random exploration. We use \( t \) consecutive random advancements (each with length \( l \)) over a single random advancement of length \( tl \) such that random walk is biased towards states with smaller heuristic values. This exploitation-exploration tradeoff can be tuned by changing the value of \( t \) and \( l \). For now, we assume a procedure is given to determine the values of \( t, l \) and \( n \). We list the definitions of these parameters in Table 5.1.

Based on random explorations, we present our random walk assisted best-first search (RW-BFS) algorithm in Algorithm 8. It is a variant of the standard best-first search procedure. In addition to the original best-first search algorithm, RW-BFS adds a DETECT PLATEAU check after expanding a new state (Line 15). If a plateau is detected, a RANDOM EXPLORATION procedure is called to explore the search space in order to find a state that can reduce \( h^* \). Meanwhile, \( h^* \), the incumbent heuristic value, is updated whenever a state with a smaller heuristic value is found (Lines 6-7).

5.3.2 Performance Analysis

In this section, we propose quantitative analysis of the expected cost of a random exploration in finding an exit state on various space topologies. Based on the quantitative measure, we can also tell if random exploration procedures are beneficial in
Algorithm 8: The RW-BFS Framework

\begin{algorithm}
\textbf{input} : Initial state $s_0$
\begin{algorithmic}[1]
\State $open \leftarrow s_0$ ;
\State $h^* \leftarrow h(s_0)$ ;
\While{$open$ is not empty} \\
  \State node $\leftarrow$ REMOVE-FIRST($open$);
  \If{$node$ is GOAL} \\
    \State \textbf{return} found ;
  \EndIf
  \If{$node$ is not in closed} \\
    \State add node to closed;
    \State insert SUCCESSOR($s$) to open ;
  \EndIf
  \If{$h(node) \leq h^*$} \\
    \State $h^* \leftarrow h(node)$ ;
  \EndIf
  \If{DETECT PLATEAU} \\
    \State $open \leftarrow$ RANDOM EXPLORATION ($s$);
  \EndIf
\EndWhile
\State \textbf{return} no solution
\end{algorithmic}
\end{algorithm}

In certain cases, since using them incurs additional overhead to the best-first search procedure.

\textbf{Definition 35 (Plateau Graph)} Given a planning task $\mathcal{T}$ and a positive integer $d$, a plateau graph $G_d = (V, E)$ of state $s$ is a simple directed graph (no multi-edges or loops) with $V = \mathcal{N}(s, d)$ satisfying: 1) there is an edge $(s_i, s_j) \in E$ if and only if there is an action that leads $s_i$ to $s_j$; 2) for all states $s'$ in $V$, $h(s') \geq h(s)$, and there are no dead end states in $V$. An exit state of $G_d$ is a state $s_e \in G_d$ such that $h(s_e) < h(s)$. Here $d$ is called the radius of the plateau graph $G_d$.

For a given plateau graph $G_d$, in the following analysis, we compare the number of heuristic evaluations required to escape from $G_d$ for both best-first search and the random exploration algorithms, as heuristic evaluation takes up most of the time for both algorithms. To simplify our analysis, we assume that the random walk is unbiased, meaning that instead of picking the best state among all $n$ cases shown...
in line 11-12 in Algorithm 6, a random state $s'$ is chosen with probability $1/n$ to be $s_{\text{min}}$. We further simplify the structure of $G_d$ as a graph where nodes have the same in- and out-degrees. Without loss of generality, we assume that every node in $G_d$ has $p$ successors and $q$ parents, where $p \geq q \in \mathbb{Z}^+$. We first consider the case where $G_d$ is a tree, in which case $p > q = 1$.

**Tree Search**

We provide the following result for best-first search when $G_d$ is a tree.

**Lemma 6** Given a plateau graph $G_d$ of $s$ that is a tree, if $s_e$ is an exit state of $G_d$ and $s_e \in \mathcal{N}(s,d+1) \setminus \mathcal{N}(s,d)$, a best-first search procedure, in the worse case where every state in $\mathcal{N}(s,d)$ has to be explored before finding $s_e$, will evaluate the heuristic function value of $\frac{p^{d+1}-1}{p-1}$ states.

The proof for Lemma 6 is straightforward. For each $i$ from 1 to $d$, the number of states in $\mathcal{N}(s,i) \setminus \mathcal{N}(s,i-1)$ is $p^i$. The total number of heuristic evaluations for best-first search, in the worst case, is $\sum_{i=1}^{d} p^i$, or $\frac{p^{d+1}-1}{p-1}$.

For an unbiased random walk in $\mathcal{N}(s,tl)$, we have the following result.

**Theorem 11** Given a plateau graph $G_d$ of $s$ that is a tree, let $R$ be an an unbiased random walk that explores the search space with length $tl$, and $E$ be the number of exit states of $G_d$ in $\mathcal{N}(s,tl) \setminus \mathcal{N}(s,tl-1)$, if the heuristic function is evaluated every $l$ steps in $R$, the expected number of heuristic evaluations before $R$ finds an exit state is $\frac{tp^tl}{E}$.

**Proof:** Since $G_d$ is a tree, starting from $s$, $R$ explores states that are exactly $tl$ steps away from $s$. Since $R$ is unbiased, the probability of hitting an exit state of $G_d$ is therefore $\frac{E}{p^tl}$. That is to say, the expected number of random walks to find an exit of $G_d$ is $\frac{E}{p^tl}$. Since there are $t$ heuristic evaluations on each path, the total number of expected heuristic evaluations is $\frac{tp^tl}{E}$. $\blacksquare$
We see from Lemma 6 and Theorem 11 that an unbiased random walk can assist best-first search finding plateau exit with fewer heuristic evaluations when

\[
\frac{p^{d+1} - 1}{p - 1} \geq \frac{tp^{tl}}{E}.
\]

One sufficient condition for the above inequality is that \(d \leq tl \leq d + \log_p E - \log_p t\). If \(E\) is on the magnitude of \(p^d\) and \(t\) is relatively small, the above condition is approximately:

\[d \leq tl \leq 2d.\]

The above analysis is for unbiased random walks. In practice, random walks can be more helpful since it is not unbiased; it is biased towards good states with lower \(h\). One insight drawn from this is that \(tl\) should be neither too small or too large for the random walk exploration to be helpful. However, since the precious \(d\) is unknown, it is helpful to try different \(tl\) values when doing random exploration in Algorithm 7. For this reason, we use a set of different \(tl\) values in the implementation.

We can also see from the above analysis that when \(p\) and \(d\) are relatively small, it is better to use best-first search to explore every state in \(G_d\). This prompts us to be conservative on plateau detection. We discuss the parameter settings for plateau detection in detail in the next section.

**Graph Search**

Now we extend the above discussion to the case where \(G_d\) is a graph. Namely, we consider the case where \(q > 1\).

**Theorem 12** Given a plateau graph \(G_d\) of \(s\) where every node in \(G_d\) has an in-degree of \(q \geq 1\), if there exists a state \(s_e \in N(s, d + 1)\) such that \(h(s_e) < h(s)\), a best-first search procedure, in the worst case, will have to evaluate the heuristic value for \(\frac{(p/q)^{d+1} - 1}{(p/q - 1)}\) states before finding \(s_e\).

**Proof:** We prove this by using mathematical induction. It is easy to see that this proposition is true when \(d = 0, 1\), where we have 1 and \(1 + \frac{p}{q}\) states, respectively.
Assuming this proposition is true for all \( d < k \), we have \(|G_{k-1}| = \frac{(p/q)^{k-1} - 1}{(p/q) - 1}\) and \(|G_{k-2}| = \frac{(p/q)^{k-1} - 1}{(p/q) - 1}\). Thus, there are \((p/q)^{k-1}\) states that are exactly \( k - 1 \) steps away from \( x \). Since \( G \) is a simple graph, according to our assumption, there are \( p(p/q)^{k-1}/q = (p/q)^k \) states that are \( k \) steps away from \( a \). Thus, we have

\[
|G_k| = \frac{(p/q)^k - 1}{(p/q) - 1} + (p/q)^k = \frac{(p/q)^{k+1} - 1}{(p/q) - 1}.
\]

Thus this proposition is also true for \( d = k \).

On the other hand, it is easy to see that the structural change of \( G \) does not affect the expected number of heuristic evaluations for an unbiased random walk \( R \), as it does not maintain any information on whether a state has been visited. In this case, Theorem 11 still holds for \( q > 1 \).

We can see that \( R \) can help best-first search in finding an exit of \( G_d \) if

\[
\frac{(p/q)^{d+1} - 1}{(p/q) - 1} \geq \frac{tp^{t_l}}{E}.
\]

We can derive a necessary condition for the above inequality by replacing the left side with \((p/q)^{d+1}\). In this case, any \( t_l \) must satisfy \( d \leq t_l \leq d + \log_p E - (d + 1)(1 - \log_p q) - \log_p t \). It is easy to see that that as \( q \) increases from 1 to \( p \), random walk becomes less effective. The insight is that RW-BFS is more effective when there are not many paths (\( q \) is smaller compared to \( p \)) that can lead to the same state.

**Impacts of the dead ends and loops in \( G_d \).** So far, we assumed there are no dead ends nor loops in \( G_d \). For best-first search, because of the closed list, having dead ends or loops in \( G_d \) does not change the number of heuristic evaluations for best-first search. In other words, Theorem 12 still holds in this case.

However, for an unbiased random walk \( R \), loops and dead ends in \( G_d \) would decrease the probability of random walk visiting exit states outside \( G_d \). In other words, \( E \), the number of exit states that random walk can reach, becomes smaller in the presence of dead ends and loops. Formally, dead end states and loops are evenly distributed in \( G_d \), the probability that \( R \) can find an exit to \( G_d \) is lower than \( \frac{E}{p^{t_l}} \) where \( E \) is the number of exit states in \( N(s, t_l) \). The above analysis shows that random walk is more
helpful on problems where there are few loops and dead ends than problems where
dead ends and loops are common.

5.3.3 Parameter Settings

In the previous section, we have shown that under certain conditions the expected
number of heuristic evaluations in a random exploration can be smaller than that of
a deterministic search in finding plateau exits, and therefore it makes sense to switch
to random explorations when deterministic search is not making progress. Now we
investigate parameter settings related to random exploration.

Plateau detection. In Algorithm 8, a PLATEAU DETECTION procedure is invoked
during search to decide whether random exploration should be invoked. Our analysis
in the previous section shows that the plateau detection test cannot be too sensi-
tive nor too unresponsive. If it is too sensitive, random exploration will be invoked
frequently and the progress of the best-first search may be hindered by constant
interruption. This is especially important in the sequential implementations of Algo-
rithm 8. On the other hand, if this detection is unresponsive, our designed random
walks cannot help the best-first search as desired. Therefore, a balanced plateau
detection mechanism is needed.

Here we can take into consideration both the topological structure of local search, as
well as the progress made on heuristic search. Particularly, we maintain a history of
incumbent heuristic values \( \hat{h} \) and the size of the closed list when \( \hat{h} \) is decreased. We
run a linear regression and calculate \( r \), the average number of states explored when
\( \hat{h} \) is reduced by one. A random advancement process is triggered when the value of
\( h^* \) is not reduced for \( r \) consecutive states.

To bypass potential blocks during deterministic search, we also maintain a moving
average \( \bar{h} \) of heuristic values for \( m \) most recent states (excluding dead-end states).
Search switches to random advancement if \( \bar{h} \geq \hat{h}(1 + \delta) \). In our implementations \( m \)
is set to \( r/2 \) and \( \delta \) is set to 0.2.

Length of a walk. The choice of \( l \) affects the efficiency of the random advancement.
The computational cost of generating a walk grows linearly with \( l \), so it is desired that
is short. We also want \( l \) to be long enough to walk over blocks in \( N \) to reach an exit state. However, knowing how far away the block and exit states are is as difficult as finding a path to the exit state. As we discussed in the last section, we can estimate \( tl \) using \( d \) (\( d \leq tl \leq 2d \)), the radius of the plateau graph. We have found through comprehensive experimentation that \( d \) is typically from 1 to 30 for the \( h_{ff} \) heuristic we use in random exploration. Given the large range of \( d \), in our implementation, we use four different \( l \) values in random advancement: 1, 4, 7 and 10.

**Number of walks.** Parameter \( n \) controls number of random walks conducted in a random advancement and subsequently the number of heuristic evaluations in each advancement. We select \( n \) by estimating the state coverage of random walks in \( N(s,l) \). During the walk, the branch factor at each state is recorded by counting the number of successor states. The average branch factor \( b \) is then calculated by taking a moving average of the recorded branch factors. We pick \( n \) to be \( \min(2000, b') \). This way, when small \( l \) such as 1 or 4 are used, \( n \) is accordingly smaller such that repetitively random walks in small local regions such as \( N(s,1) \) and \( N(s,4) \) are avoided. We also cap the number of walks at 2000 to guarantee that random exploration returns to deterministic search in a finite time.

### 5.4 Experimental Results

We report results in two parts. In the first part, we report our experimental results on two variants of RW-BFS, namely, the sequential version (RW-BFS\(_s\)) and the parallel version (RW-BFS\(_p\)). In the second part, we report results from the Seventh International Planning Competition held in 2011.

#### 5.4.1 Part I: Results on IPC 6 (2008) Domains

The baseline in our comparison is LAMA [63], a best-first search planner that is used as the base planner for deterministic search in RW-BFS\(_s\) and RW-BFS\(_p\). In our experiment, all three planners use the same settings and same heuristic functions for the best-first search part.
Parameters for random explorations are set according to our discussion in the previous section. The number of advancements is set to 4. Both RW-BFS$_s$ and RW-BFS$_p$ use the same set of parameters.

In RW-BFS$_p$, line 16 in Algorithm 8 are running in parallel using 4 separate threads. RW-BFS$_s$ runs the random exploration procedure inside Algorithm 7 sequentially. For both algorithms, the open list is shared by random exploration and best-first search so that possible exit states discovered by random exploration can be inserted into the open list directly.

We test all domains in IPC 6 [4], including Elevators (elevator), Woodworking (wood), PARC Printer (parc), Sokoban (sokoban), Openstack (open6a), Peg solitaire (peg), Scanalyzer-3D (scan) and Transport (trans). All experiments are conducted on a quad core workstation with a 2.4GHz CPU and 2GB memory. The running time limit for each instance is set to 300 seconds.

Figure 5.2 shows the number of problem instances solved by the three planners. Both RW-BFS$_s$ and RW-BFS$_p$ solve more problem instances than LAMA, the baseline best-first search planner. In total, they solve 233, 210, and 204 instances, respectively. We would like to point out that problems that LAMA cannot solve within 300s are
Table 5.2: Comparison of the search time (“T”), solution length (“L”), number of heuristic evaluations (“E”) of LAMA, RW-BFSs and RW-BFSp. For RW-BFSp, “E” is the total number of heuristic evaluations of all threads.
problems where there is a large plateau for it to explore. Both RW-BFS\(_s\) and RW-BFS\(_p\) solve more problems due to the fact that some plateau exploration are avoided during search.

In Table 5.2, we give detailed comparisons of three planners on all IPC-6 problems for which *random exploration* is invoked. Problems in which *random exploration* is never invoked are omitted from our comparison because in this case three algorithms are essentially identical.

To show the contribution and overhead brought by random walk in RW-BFS\(_s\), we also report the time spent in random walk (T'), the length of the sub-path found by random exploration in the final solution path (L'), and the number of heuristic evaluations in random exploration procedure. For RW-BFS\(_p\), we report the length of the sub-path (L') in the final solution path. We omit the time spent in random walk and the number of heuristic evaluations in random exploration procedure for RW-BFS\(_p\) as these two metrics are proportional to the runtime of the best-first search in RW-BFS\(_p\), and do not reflect the efficiency of random walks.

We summarize three findings from Table 5.2.

First, these results show that for problems LAMA cannot solve within 300s, e.g., elevator-18, elevator-25, elevator-26, RW-BFS\(_s\) and RW-BFS\(_p\) can successfully find solutions in which substantial portions of the paths are generated by random walks. Problems in Elevators and Woodworking domains usually have plateaus. Thus, best-first search is frequently stuck on plateaus, which results in costing more search time or even failing to find a solution. Experimental results on these domains clearly show that random walk can assist best-first search to escape from plateaus.

Second, comparing the performance of two sequential planners LAMA and RW-BFS\(_s\) to RW-BFS\(_p\), we see that the overhead brought in by alternating between random walk and best-first search can be mitigated by using a parallel implementation, at the cost of using more computing cores. For domains such as Elevator, RW-BFS\(_p\) can reduce the solving times by half or more.

Third, according to our performance analysis, if the state space has \( q > 1 \), the random walk procedure may not be helpful. A closer look at problems in the Pegsol domain
reveals that they indeed have $q > 1$. In the peg solitaire game, there can be multiple moves at each state and there can be multiple action paths arriving at the same state. Results on peg-29 and peg-30 confirmed our analysis that a random walk exploration would not assist the best-first search much when $q$ is close to $p$. One the other hand, problems in the Sokoban domain are well-known to have many loops and dead ends. In this domain, RW-BFS\textsubscript{s} did not outperform LAMA, as random exploration is less effective in finding exit states.

### 5.4.2 Part II: Results on IPC 7 (2011) Domains

#### Overview of the Seventh International Planning Competition (IPC 7)

The International Planning Competition is an event organized in the context of the International Conference on Planning and Scheduling (ICAPS). The competition has a set of goals, including, providing an empirical comparison of the state of the art of planning systems, highlighting challenges to the AI Planning community, proposing new directions for research and new links with other fields of AI, and providing new data sets to be used by the research community as benchmarks [5].

The competition is organized into different tracks, including the deterministic track, the learning track and the uncertainty track. We participated in the deterministic

<table>
<thead>
<tr>
<th>Domain</th>
<th>LAMA</th>
<th>RW-BFS\textsubscript{s}</th>
<th>RW-BFS\textsubscript{p}</th>
</tr>
</thead>
<tbody>
<tr>
<td>elevator</td>
<td>25\hspace{1em}29\hspace{1em}30</td>
<td>\hspace{1em}30\hspace{1em}30</td>
<td>\hspace{1em}30\hspace{1em}30</td>
</tr>
</tbody>
</table>
track. This track covers classical planning problems with actions having associated non-negative costs (not necessarily uniform). Apart from solving the problems within reasonable time, the goal of the track is to find low-cost plans, where the cost is defined as the sum of the costs of each plan’s actions.

There is no domain specific knowledge in all participant planners. In fact, benchmark problems were revealed after planner submission was completed. There are 14 domains in the benchmark. Each domain contains 20 problems. Each planner gets a score from 0.00 to 1.00 for each solved task in every domain based on solution quality. All planners are run on the same machine with a 6 GB RAM, 750 GB HD and a 30 minute time limit.

**Roamer and Roamer-p Planners in IPC 7**

As a team, we participated in the Seventh International Planning Competition (IPC 7) in 2011 with two planners, Roamer and Roamer-p. Both planners are based on Algorithm 8. A detailed comparison of these two planners is presented in Table 5.4.

<table>
<thead>
<tr>
<th>Algorithm track</th>
<th>Roamer</th>
<th>Roamer-p</th>
</tr>
</thead>
<tbody>
<tr>
<td>algorithm</td>
<td>RW-BFS</td>
<td>RW-BFSp</td>
</tr>
<tr>
<td>rank</td>
<td>5/28</td>
<td>4(2)/8</td>
</tr>
<tr>
<td>contributor(s)</td>
<td>Lu and Xu</td>
<td>Xu</td>
</tr>
</tbody>
</table>

Table 5.4: A comparison of Roamer and Roamer-p for IPC 7.

Roamer is a random walk assisted best-first search planner. At the core, Roamer uses the sequential version of Algorithm 8 to accelerate best-first search. It is developed on top of the LAMA planner [63]. Roamer participated in the sequential satisficing sub-track under the deterministic track of IPC 7.

Plateau detection in Roamer is adaptive. Roamer keeps track of the number of plateaus found during search as \( n_p \) (reset to 0 when \( \hat{h} \) is changed). If the value of \( \hat{h} \) is not decreased after \( m = 3000 + (n_p - 1) \times 1000 \) states, \( n_p \) is increased by one, and random explorations are triggered. Roamer would pause best-first search, and
invokes four rounds of random explorations, each with different parameters, to find an exit to the plateau. States found by random exploration that have heuristics smaller than $\hat{h}$ get inserted back to the open list for best-first search.

The Roamer planner is a joint work of Lu and I. I implemented the random exploration logic for Roamer. Lu incorporated it with the base planner and tuned the parameters.

![Structure of Roamer-p](image)

**Figure 5.3: Structure of Roamer-p.**

**The Roamer-p Planner**

Roamer-p is a multi-core planner that runs best-first search and random walks in parallel. It is independently developed by me, with helpful suggestions from Lu. Roamer-p participated in the multi-core satisficing sub-track under the deterministic track of IPC 7.

Like Roamer, Roamer-p is also based on the LAMA planner. However, its architecture is significantly different than a traditional sequential planner such as LAMA or Roamer.

Figure 5.3 presents the structure of the Roamer-p planner. It first uses the PDDL-SAS+ translator from LAMA to convert PDDL-encoded planning problems to SAS+ formalisms. Then, it adopts a multi-round search strategy to find solution paths. The first-round search runs one thread of best-first search adapted from the LAMA planner [63] and three threads of random walks. By the rules of IPC 7, all planners in
the multi-core track run on quad-core Linux boxes. Thus, we let Roamer-p use four threads in the first-round search, three of them being random walk threads. Roamer-p can be used with any number of random walk threads.

Random walk and best-first search threads run in parallel in Roamer-p. Roamer-p uses two queues for the communication between random walks and the best-first search. A shared queue $Q_{rw}$ is used for the best-first search thread to send states to three random walk threads. Whenever a plateau is detected, a state on the plateau is pushed to $Q_{rw}$ for random walks to explore.

For a random walk starting from $s$, when a new state is found with heuristic value less than $h(s)$, all states along the path from $s$ to the new state are inserted into another shared communication queue $Q_{bfs}$. Best-first search fetches paths from $Q_{bfs}$, evaluates heuristic values of states in those paths (as random walk would skip heuristic evaluations for intermediate states along the path), and inserts all these states into the open list. It is easy to prove that this communication mechanism preserves the completeness of search.

For Roamer-p, the synergy between threads is vital to its performance. During the search, there are cases where random walks are making slow progress while the best-first search is advancing quickly (or vice versa). In these cases, we force threads to check $Q_{rw}$ or $Q_{bfs}$ periodically. When the local best heuristic value is far behind the global one, we force the thread to restart from a better state.

Roamer-p terminates when a goal state is found. States in the goal path may come from different threads. States found by random walk are not necessarily in the closed list, so Roamer-p re-assembles path segments together to report the complete goal path.

**IPC 7 Results for Roamer**

Table 5.5 shows the final score of all planners in the sequential satisficing track. We highlight domains where Roamer performs significantly better than the base planner (lama-2008). These domains are woodworking (wood), elevators (elev) and barman. These three domains all have large plateaus with few dead ends. The IPC 7 results
have confirmed our analysis that RW-BFS works best on domains with few or no dead ends. Roamer also outperforms Arvand, a stochastic search planner that inspired us to conduct random walks during best-first search. Arvand relies solely on random walks to solve the planning problems. While Arvand performs well on a number of domains, it falls short on domains such as sokoban and parking (park), two domains with many loops in the search space. We highlight the domains in which Roamer outperforms Lama 2008 or Arvand in Table 5.5.

As we can see, by combining the best of two worlds, Roamer outperforms both Lama-2008 and Arvand. In Figure 5.4, we show the number of problems solved and the quality score over time by Roamer, Lama 2008 and Arvand. It is clear that Roamer not only solves more problems than the other two over time, but consistently outperforms Lama 2008 and Arvand in terms of solution quality.

Figure 5.4: Number of problems solved and quality score over time for Roamer, Lama 2008 and Arvand. The x-axis is shown on a logarithmic scale.
<table>
<thead>
<tr>
<th>Planner</th>
<th>peg</th>
<th>scan</th>
<th>parc</th>
<th>wood</th>
<th>sokoban</th>
<th>open</th>
<th>tidy</th>
<th>trans</th>
<th>elev</th>
<th>nomys</th>
<th>park</th>
<th>visitall</th>
<th>barman</th>
<th>floor</th>
</tr>
</thead>
<tbody>
<tr>
<td>lama-2011</td>
<td>16.26</td>
<td>15.77</td>
<td>17.03</td>
<td>15.44</td>
<td>17.04</td>
<td>12.07</td>
<td>16.92</td>
<td>15.60</td>
<td>8.65</td>
<td>17.52</td>
<td>15.32</td>
<td>17.94</td>
<td>4.78</td>
<td>207.51</td>
</tr>
<tr>
<td>probe</td>
<td>15.00</td>
<td>16.35</td>
<td>8.73</td>
<td>18.48</td>
<td>14.21</td>
<td>9.25</td>
<td>16.82</td>
<td>13.56</td>
<td>4.35</td>
<td>13.21</td>
<td>17.71</td>
<td>19.40</td>
<td>4.02</td>
<td>184.87</td>
</tr>
<tr>
<td>fd-autotune-1</td>
<td>14.21</td>
<td>14.04</td>
<td>16.86</td>
<td>15.30</td>
<td>17.49</td>
<td>13.77</td>
<td>10.99</td>
<td>8.89</td>
<td>15.78</td>
<td>7.18</td>
<td>13.80</td>
<td>0.86</td>
<td>16.87</td>
<td>6.03</td>
</tr>
<tr>
<td>fdss-1</td>
<td>12.10</td>
<td>13.10</td>
<td>14.64</td>
<td>13.19</td>
<td>17.06</td>
<td>12.84</td>
<td>12.82</td>
<td>9.00</td>
<td>13.11</td>
<td>8.70</td>
<td>15.17</td>
<td>2.25</td>
<td>14.68</td>
<td>4.23</td>
</tr>
<tr>
<td>forkuniform</td>
<td>15.91</td>
<td>13.86</td>
<td>1.78</td>
<td>13.38</td>
<td>15.24</td>
<td>14.46</td>
<td>9.87</td>
<td>8.81</td>
<td>10.17</td>
<td>18.03</td>
<td>9.00</td>
<td>5.02</td>
<td>1.91</td>
<td>150.06</td>
</tr>
<tr>
<td>lama-2008</td>
<td>18.54</td>
<td>12.69</td>
<td>0.64</td>
<td>13.60</td>
<td>16.03</td>
<td>13.92</td>
<td>4.18</td>
<td>5.27</td>
<td>6.76</td>
<td>15.03</td>
<td>13.13</td>
<td>2.02</td>
<td>1.53</td>
<td>137.92</td>
</tr>
<tr>
<td>fd-autotune-2</td>
<td>18.73</td>
<td>16.08</td>
<td>13.40</td>
<td>12.37</td>
<td>11.56</td>
<td>14.64</td>
<td>10.15</td>
<td>12.51</td>
<td>16.02</td>
<td>2.70</td>
<td>5.53</td>
<td>0.00</td>
<td>2.04</td>
<td>137.52</td>
</tr>
<tr>
<td>lamar</td>
<td>11.74</td>
<td>14.04</td>
<td>3.38</td>
<td>1.50</td>
<td>6.61</td>
<td>2.83</td>
<td>15.10</td>
<td>11.30</td>
<td>16.38</td>
<td>4.15</td>
<td>6.25</td>
<td>3.65</td>
<td>15.67</td>
<td>2.95</td>
</tr>
<tr>
<td>yahsp2</td>
<td>10.75</td>
<td>8.92</td>
<td>8.77</td>
<td>12.21</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>14.14</td>
<td>0.00</td>
<td>7.89</td>
<td>2.31</td>
<td>18.73</td>
<td>8.75</td>
<td>6.23</td>
</tr>
<tr>
<td>yahsp2-2</td>
<td>8.70</td>
<td>10.15</td>
<td>14.56</td>
<td>9.35</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>14.20</td>
<td>0.00</td>
<td>5.33</td>
<td>6.14</td>
<td>17.28</td>
<td>5.57</td>
<td>4.40</td>
</tr>
<tr>
<td>cbp2</td>
<td>12.06</td>
<td>1.63</td>
<td>3.80</td>
<td>1.69</td>
<td>10.39</td>
<td>12.59</td>
<td>12.71</td>
<td>12.38</td>
<td>9.21</td>
<td>3.62</td>
<td>0.00</td>
<td>9.47</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>dae-yahsp</td>
<td>10.17</td>
<td>9.49</td>
<td>12.15</td>
<td>4.51</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>12.38</td>
<td>0.00</td>
<td>7.55</td>
<td>0.00</td>
<td>14.45</td>
<td>5.88</td>
<td>5.28</td>
</tr>
<tr>
<td>cbp</td>
<td>11.46</td>
<td>1.63</td>
<td>3.80</td>
<td>0.46</td>
<td>9.93</td>
<td>12.18</td>
<td>12.67</td>
<td>9.36</td>
<td>6.02</td>
<td>3.62</td>
<td>0.00</td>
<td>9.47</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>lprpgp</td>
<td>10.18</td>
<td>10.23</td>
<td>5.79</td>
<td>0.00</td>
<td>8.32</td>
<td>10.65</td>
<td>0.00</td>
<td>11.07</td>
<td>4.82</td>
<td>5.77</td>
<td>1.67</td>
<td>1.55</td>
<td>1.12</td>
<td>71.17</td>
</tr>
<tr>
<td>madagascar-p</td>
<td>12.48</td>
<td>12.04</td>
<td>17.37</td>
<td>1.00</td>
<td>1.64</td>
<td>0.00</td>
<td>6.99</td>
<td>0.94</td>
<td>0.00</td>
<td>12.15</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>64.60</td>
</tr>
<tr>
<td>popf2</td>
<td>4.67</td>
<td>11.22</td>
<td>10.32</td>
<td>2.12</td>
<td>4.63</td>
<td>0.00</td>
<td>0.00</td>
<td>5.64</td>
<td>5.76</td>
<td>3.01</td>
<td>1.67</td>
<td>0.00</td>
<td>0.67</td>
<td>49.70</td>
</tr>
<tr>
<td>madagascar</td>
<td>8.84</td>
<td>6.85</td>
<td>17.44</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.71</td>
<td>0.00</td>
<td>12.86</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>47.71</td>
</tr>
<tr>
<td>cpt4</td>
<td>2.38</td>
<td>4.26</td>
<td>11.98</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>3.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>21.62</td>
</tr>
<tr>
<td>satplanlm-c</td>
<td>8.39</td>
<td>0.00</td>
<td>4.22</td>
<td>0.00</td>
<td>0.00</td>
<td>3.64</td>
<td>0.00</td>
<td>0.43</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>16.68</td>
</tr>
<tr>
<td>sharaabi</td>
<td>11.45</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.48</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>11.93</td>
</tr>
<tr>
<td>acoplan</td>
<td>11.10</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.48</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>11.58</td>
</tr>
<tr>
<td>acoplan2</td>
<td>11.10</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.48</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>11.58</td>
</tr>
<tr>
<td>total</td>
<td>323.65</td>
<td>260.27</td>
<td>241.81</td>
<td>216.28</td>
<td>213.01</td>
<td>211.55</td>
<td>205.15</td>
<td>203.42</td>
<td>202.76</td>
<td>199.34</td>
<td>187.46</td>
<td>174.72</td>
<td>154.81</td>
<td>68.91</td>
</tr>
</tbody>
</table>

Table 5.5: Results of IPC 7 for all planners in the sequential satisficing track. Domain names are shortened to fit the table in a page.
<table>
<thead>
<tr>
<th>Planner</th>
<th>parc</th>
<th>scan</th>
<th>peg</th>
<th>nomyswood</th>
<th>park</th>
<th>trans</th>
<th>tidy</th>
<th>elev</th>
<th>open</th>
<th>barman</th>
<th>sokoban</th>
<th>visitall</th>
<th>floor</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>arvandherd</td>
<td>15.52</td>
<td>16.22</td>
<td>18.67</td>
<td>16.82</td>
<td>15.33</td>
<td>15.04</td>
<td>15.05</td>
<td>15.64</td>
<td>18.35</td>
<td>19.69</td>
<td>17.00</td>
<td>14.83</td>
<td>8.81</td>
<td>2.00</td>
</tr>
<tr>
<td>ayalsoplan</td>
<td>4.58</td>
<td>10.48</td>
<td>9.07</td>
<td>12.08</td>
<td>11.00</td>
<td>11.35</td>
<td>17.66</td>
<td>0.00</td>
<td>7.72</td>
<td>17.17</td>
<td>15.70</td>
<td>14.37</td>
<td>0.00</td>
<td>1.40</td>
</tr>
<tr>
<td>phsff</td>
<td>12.35</td>
<td>17.52</td>
<td>7.82</td>
<td>3.83</td>
<td>19.00</td>
<td>18.78</td>
<td>7.13</td>
<td>16.40</td>
<td>18.97</td>
<td>0.00</td>
<td>0.00</td>
<td>7.04</td>
<td>0.80</td>
<td>1.60</td>
</tr>
<tr>
<td>roamer-p</td>
<td>7.00</td>
<td>8.72</td>
<td>14.73</td>
<td>7.88</td>
<td>8.50</td>
<td>6.23</td>
<td>4.53</td>
<td>14.78</td>
<td>8.75</td>
<td>16.38</td>
<td>6.53</td>
<td>9.05</td>
<td>8.28</td>
<td>2.20</td>
</tr>
<tr>
<td>yahsp2-mt</td>
<td>7.58</td>
<td>9.73</td>
<td>5.42</td>
<td>9.15</td>
<td>12.83</td>
<td>15.03</td>
<td>16.24</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>11.50</td>
<td>0.00</td>
<td>20.00</td>
<td>7.00</td>
</tr>
<tr>
<td>madagascar-p</td>
<td>17.83</td>
<td>10.43</td>
<td>6.90</td>
<td>11.88</td>
<td>1.00</td>
<td>0.00</td>
<td>1.33</td>
<td>7.97</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.58</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>madagascar</td>
<td>17.50</td>
<td>4.82</td>
<td>3.00</td>
<td>11.73</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.75</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>acoplan</td>
<td>0.00</td>
<td>0.00</td>
<td>9.40</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>total</td>
<td>82.37</td>
<td>77.92</td>
<td>75.00</td>
<td>73.38</td>
<td>68.67</td>
<td>66.42</td>
<td>61.94</td>
<td>55.54</td>
<td>53.79</td>
<td>53.24</td>
<td>50.74</td>
<td>46.88</td>
<td>37.89</td>
<td>14.20</td>
</tr>
</tbody>
</table>

Table 5.6: Results of IPC 7 for all planners in the multi-core satisficing track after applying the strict plan validating rule. Domain names are shortened to fit the table in a page.
IPC 7 Results for Roamer-p

Roamer-p solved 184 problems and achieved a quality score of 165 in IPC 7, ranking the second among all 8 participating planners. We present the final score and ranking of all 8 participants in the multicore satisficing track of IPC 7 in Table 5.6. Among all 8 participants, Roamer-p ranked the 4th place, after Arvandherd, Ayalsoplan and Phsff.

One interesting thing to notice is that Roamer-p has different performance characteristics than other planners. Figure 5.5 shows the number of problems solved and quality score over time for the top 5 participants in the multi-core track. Notice that x-axis is on a logarithmic scale. It is expected that the curve for the number of problems solved versus time is linear for typical heuristic search planners, as computational time grows exponentially with problem size. What is unusual in Figure 5.5(a) is that Roamer-p solves more problems in the [1000, 1800) interval, whereas other planners make slow progress during the same period.

---

1Roamer-p did not receive points in 39 different problems in the following domains (the number of problems affected shown between parenthesis): nomystery (1), barman (7), parking (6), scanalyzer (1), sokoban (7), tidybot (3), transport(1), visitall (4) and woodworking (9), even though it successfully solved these problems. A strict IPC 7 rule was enforced that gives zero points to planners that write intermediate invalid plans despite the final plan being valid. If Roamer-p’s intermediate invalid plans had not been counted against it, Roamer-p would have ranked the second [51].
This peculiar behavior is rooted in the inert behavior of random exploration. Recall that random exploration is most effective in accelerating best-first search when search is stuck on plateau exploration. In practice, plateau exploration typically happens in later stages of search, where there are many blocks and traps in the open list. Because of that, Roamer-p scales well with problem size.

One would expect Roamer-p to perform even better if it is given more time, since the cutoff time for IPC is at 1800 seconds. We have conducted a different experiment and validated this hypothesis on a multi-core machine with 2.4GHz CPU and 4GB of memory. Given a time limit of 3600s, Roamer-p can solve 246 problems out of 280 problems, whereas the winner of the multi-core tracker, ArvandHerd, can solve 247 problems within an hour. This result, together with the results for IPC 7, show that Roamer-p is a competitive, state-of-the-art planner.

To sum up, we have presented the experimental results on both IPC 6 and IPC 7 domains. The experimental results show that random walk is an efficient scheme in accelerating heuristic search, especially in places where heuristic search are making slow progress. The overhead brought in by random walk is well paid off by the ability of jump out of traps and jump over blocks that occurred in heuristic search. The results from IPC 7 also validated that the RW-BFS algorithm framework we proposed in this chapter can lead to competitive, state-of-the-art planning systems such as Roamer and Roamer-p.

5.5 Summary

Inspired by the Monte-Carlo Random Walk planner and the observation that heuristic search spends most of its time doing plateau exploration, we have developed an algorithm framework that can accelerate heuristic search using random walk.

By analyzing the structure of the local region in the search space, we have identified scenarios where random walk can accelerate heuristic search efficiently, and proposed a random walk assisted best-first search algorithm framework. We have also implemented two planners, Roamer and Roamer-p, and participated in the Seventh International Planning Competition in 2011. Both of our planners performed
well in the competition. The results we gathered from a wide spectrum of testing domains have proven that the proposed framework can accelerate heuristic search for AI planning.
Chapter 6

Accelerating Heuristic Search with Cloud Computing

We have looked at ways to accelerate heuristic search by analyzing the problem structure in Chapter 3 and 4, and ways to escape from traps and blocks in the search space by using random walk in Chapter 5. In this chapter, we focus on improving the efficiency of search by developing new search algorithms and search strategies that can utilize advanced, more powerful computing platforms, such as cloud computing.

Cloud computing is emerging as a prominent computing model. It provides an inexpensive, highly accessible alternative to other traditional high-performance computers. It allows small teams and even individual users to routinely have access to the same large-scale computing facilities used by large companies and organizations, such as Amazon, Google, and Microsoft.

Cloud computing architectures have the potential to make heuristic search much more efficient. However, there are also some key challenges that need to be addressed. For instance, cloud platforms typically provide communication mechanisms that are designed for distributed web applications. These mechanisms have high latency compared with the high-speed communication in computing infrastructures like supercomputers and large-scale clusters.

To address these challenges, we propose a portfolio search algorithm. In particular, we run Monte-Carlo Random Walk (MCRW), a stochastic search algorithm for classical planning [56]. Our key observation is that some stochastic algorithms, such as MCRW, exhibit high variability of their running time. This means when running with different
random seeds, MCRW may have very different running times. Such a variability is attractive for cloud computing because even a simple scheme that launches parallel independent runs can have high (sometimes superlinear) speedup without requiring much inter-processor communication.

In addition to the simple algorithm, we also develop an enhanced portfolio search algorithm with multiple parameter settings. In MCRW, the parameters can greatly impact the search performance. By running a portfolio of searches with varying parameter settings, our scheme greatly enhances the possibility of getting the parameter value to perform well. Our experimental results show this scheme significantly improves efficiency and solution quality.

We further implement our algorithms in Windows Azure, a representative commercial cloud whose potential for scientific research remains largely unexplored. We study the performance characteristics of Windows Azure, and then develop a scalable Azure-based scheme for stochastic search algorithms. We report experimental results to show the advantages of the proposed scheme, including high speedup, scalability, and reduced running time variance. We also show that our scheme is economically sensible.

6.1 Background

6.1.1 Parallel Computing

Parallel computing is a form of computation in which the computations are carried out simultaneously, usually on many computational nodes. A computational node is usually a processor (e.g. a CPU) associated with memory and other components. Nodes can carry out computations independently, and can communicate with other nodes. Here are the relevant characteristics of parallel computing. First, for an execution with \( n \) computational nodes, the speedup \( S_p \) is defined as \( S_p = T_s / T_p \), where \( T_s \) is the sequential runtime and \( T_p \) is the execution time of the parallel program. Second, the efficiency is defined as \( E_p = S_p / n \), which measures how well the computing resources are utilized. Third, the overhead is \( O_p = W_p / W \) defined as the ratio of
the work performed by parallel formulation \((W_p)\) to that by sequential formulation \((W)\).

Search algorithms that are suitable for parallel and multi-core machines have been extensively studied [48, 22, 64, 7, 77]. However, expensive computing infrastructures, such as supercomputers and large-scale clusters, are traditionally available to only a limited number of projects and researchers. As a result, most AI applications, with access to only commodity computers and clusters, cannot benefit from the efficiency improvements of high-performance parallel search algorithms.

### 6.1.2 Cloud Computing

A cloud is a type of parallel and distributed system consisting of a collection of interconnected and virtualized computers that are dynamically provisioned and presented as one or more unified computing resources [15, 73]. Cloud computing platforms have been used for scientific applications. For instance, AzureBlast [53] studied the applicability of the Windows Azure cloud to the BLAST algorithm using a trivial parallelization with little communication due to the high communication latency. There is a work [55] that compared the utility of a supercomputer to that of public clouds, and analyzed the service times prior to actual execution. The conclusion is that while the supercomputer might be much faster, the turnaround time might actually be much better for the cloud because of the elapsed time from submission to the completion of execution, which gives another reason for our research.

### 6.1.3 Parallel Search Algorithms

Early work on parallel search is surveyed in [31]. For shared memory systems, synchronized schemes such as layer synchronization and delayed duplicate detection, do not scale to very large amounts of processors; results with up to eight cores have been reported in [80]. For distributed memory architectures, inter-processor communication is generally needed to ensure efficiency and correctness [64]. Recently, the HDA* algorithm [45], based on asynchronous MPI communication, scales well to up to 128
processing cores. These parallel algorithms are not suitable for the cloud environment which has high latency in inter-process communication and instance failures.

6.1.4 Stochastic Search

As another major class of search algorithms, stochastic search has also been studied for its parallelization. A recent work studied the parallelization of WalkSAT [54], which shows promising results for both a simple scheme that launches multiple independent runs and a scheme with asynchronous sharing of learned clauses. As an important stochastic search method, Monte-Carlo Random Walk, has been studied and applied to several areas of automated planning, such as sampling possible trajectories in automated planning [23, 56], probabilistic planning [12] and robot motion planning [50].

6.1.5 Portfolio Search

A portfolio of algorithms is a collection of different algorithms and/or different copies of the same algorithm running in parallel on different processors or interleaved on one processor [29]. The portfolio idea has been applied to automated planning [66], SAT solver [32] and SMT solver [75]. Theoretical and experimental analyses show that portfolio search can significantly decrease variances of heavy-tailed distributions associated with SAT and constraint satisfaction solvers [30].

6.2 Portfolio Stochastic Search Framework

In this section, we present a portfolio stochastic search (PoSS) algorithm designed to take advantage of the cloud platform while steering away from high-latency communication and node failure problems of cloud platforms.
Algorithm 9: MCRW(II)

Input: a classical planning problem II
Output: a solution plan

1. $s \leftarrow s_I$;
2. $h_{min} \leftarrow h(s_I)$;
3. $counter \leftarrow 0$
4. while $s$ does not satisfy $s_G$ do
5.     if $counter > c^m$ or dead-end($s$) then
6.         $s \leftarrow s_I$;
7.         $h_{min} \leftarrow h(s_I)$;
8.         $counter \leftarrow 0$
9.     end
10.    $s \leftarrow$ RandomWalk($s$, II) ;
11.    if $h(s) < h_{min}$ then
12.        $h_{min} \leftarrow h(s)$;
13.        $counter \leftarrow 0$
14.    end
15. else
16.        $counter \leftarrow counter + 1$
17. end
18. return plan;

6.2.1 Monte-Carlo Random Walk (MCRW)

Our algorithm framework is based on the Monte-Carlo Random Walk (MCRW) method. MCRW is a sequential stochastic search method for planning [56]. It uses a random exploration of the local neighborhood of a search state for selecting a promising action sequence.

MCRW achieves comparable, and sometimes superior, performance to the best deterministic search algorithms in a number of testing domains [2]. It benefits from its exploration strategies. The method is robust in the presence of misleading heuristic estimates, since it obtains information from the local neighborhood. Also, the random exploration can effectively escape from local minima.

Algorithm 9 shows the framework of MCRW in detail. Given a SAS+ planning problem II, MCRW builds a chain of states $s_I \rightarrow s_1 \rightarrow \cdots \rightarrow s_n$ such that $s_I$ is the
Random Exploration

Objective: plateau exploration

Usage: when search is stuck

Restarting Policy: no restarting policy

Termination: terminate in finite time

MCRW

Objective: finding goal state

Usage: replaces heuristic search

Restarting Policy: with restarting policy

Termination: no guarantee on termination

<table>
<thead>
<tr>
<th></th>
<th>Random Exploration</th>
<th>MCRW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective</td>
<td>plateau exploration</td>
<td>finding goal state</td>
</tr>
<tr>
<td>Usage</td>
<td>when search is stuck</td>
<td>replaces heuristic search</td>
</tr>
<tr>
<td>Restarting Policy</td>
<td>no restarting policy</td>
<td>with restarting policy</td>
</tr>
<tr>
<td>Termination</td>
<td>terminate in finite time</td>
<td>no guarantee on termination</td>
</tr>
</tbody>
</table>

Table 6.1: A comparison between Random Exploration and MCRW.

The initial state, $s_n$ is a goal state, and each transition $s_i \rightarrow s_{i+1}$ uses an action sequence found by random walk in the neighborhood of the last state (Line 10). MCRW search fails to find a solution when the minimum obtained $h$-value does not improve after $n$ trials, or a dead-end state is encountered (Line 6). In this case the MCRW search simply restarts from $s_I$ (Line 7), and resets the counter to 0. The algorithm returns a solution plan which contains a sequence of actions changing state from $s_I$ to a goal state $s_G$ that includes all intermediate paths found by random walks (Line 15).

Note that MCRW and the Random Exploration procedure we used to assist best-first search in the last chapter both use the same inner loop for conducting random walks in the state space. The difference is that MCRW is a full-featured stochastic search method that can find a complete plan from the initial state to a goal state, whereas Random Exploration is used as a subroutine to find plan segments during heuristic search. We list the differences between these two in Table 6.1. Random Exploration has no builtin restarting policy, whereas MCRW restarts the random walk from the initial state when a dead-end state is encountered. The running time of Random Exploration is intentionally capped to guarantee a predictable performance. On the other hand, MCRW may not terminate if it cannot find a better state (in terms of heuristic value) to move to.

6.2.2 Variability in MCRW Searches

MCRW search often exhibits a remarkable variability in the solving time of any particular problem instance, which can be exploited by parallel search algorithms to accomplish short runs. Figure 6.1 shows the run-time distribution of MCRW algorithm on six planning problems from the Fourth International Planning Competition (IPC 4) [2]. Table 6.2 gives the mean, the variance and the standard deviation of the
distribution. We can see that many shorter runs take much less time than the average run-time (shown as the green line in Figure 6.1). Such a large variability can actually benefit a parallel scheme that makes multiple independent runs and terminate as soon as one run finds a solution.

<table>
<thead>
<tr>
<th></th>
<th>airport-47</th>
<th>tankage-40</th>
<th>notankage-50</th>
<th>philosopher-13</th>
<th>satellite-30</th>
<th>psr-large-24</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>9288.6</td>
<td>1242.2</td>
<td>279.8</td>
<td>5036.9</td>
<td>1995.7</td>
<td>1445.7</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>7.8e7</td>
<td>1.4e6</td>
<td>1.3e5</td>
<td>2.9e7</td>
<td>1.2e6</td>
<td>1.9e6</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>8856.7</td>
<td>1196.2</td>
<td>357.4</td>
<td>5355.4</td>
<td>1104.1</td>
<td>1388.3</td>
</tr>
</tbody>
</table>

Table 6.2: The mean ($\mu$), the variance ($\sigma^2$) and the standard deviation ($\sigma$) of 500 MCRW runs with different random seeds on six planning problems.

### 6.2.3 Portfolio Stochastic Search (PoSS) Algorithm

We propose a Portfolio Stochastic Search algorithm framework designed to take advantage of the short runs to get substantial speedup.

Algorithm 10 shows the framework of Portfolio Stochastic Search (PoSS). It simply calls $N$ processes to run the MCRW procedure simultaneously and independently.
Algorithm 10: PoSS(II)

**Input:** a classical planning problem II  
**Output:** a solution plan

1. for each processor $P_i, 1 \leq i \leq N$ do
2.     plan $\leftarrow$ MCRW(II);
3.     if plan is a solution then
4.         send solution to controller;
5.         // controller would abort all other processors
6. end
7. return plan;

(Line 2). The node that finds the solution would send the solution to a central controller (Line 4). The central controller would then abort all processes. We use asynchronized communication between nodes and the central controller. There is no direct communication between computing nodes, which makes Algorithm 10 perfectly suitable for cloud computing architecture. PoSS also can tolerate the failure of processors since the search of each individual processor is independent where failures on one computational would not affect other processors.

When the communication time between each MCRW and the central controller is minimized, the running time of PoSS is the minimal solving time of $N$ independent runs of MCRW.

We denote the running time of sequential MCRW and PoSS searches by random variable $T_m$ and $T^*$, and the probability of running time shorter than $t$ for MCRW and PoSS searches by $p_m(x < t)$ and $p^*(x < t)$, respectively. Given $N$ MCRW searches in a portfolio, we have:

$$T^* = \{t | t = \min\{t_1, t_2, \ldots, t_N\}, t_i \in T_m\}$$

$$p^*(x < t) = p_m(\min\{t_1, t_2, \ldots, t_N\} < t)$$

$$= 1 - p_m(t_1 \geq t)p_m(t_2 \geq t) \cdots p_m(t_N \geq t)$$

$$= 1 - p_m(x \geq t)^N$$

$$= 1 - (1 - p_m(x < t))^N.$$
For instance, suppose \( p_m(x < t) = 0.3 \) and \( N = 8 \), we have \( p^*(x < t) = 1 - (1 - 0.3)^8 = 0.95 \). This means if 30\% of the time an MCRW search terminates within \( t \) seconds, the corresponding portfolio stochastic search would terminate within \( t \) seconds at a probability of 0.95. Thus, even though the probability of short runs is relatively small in sequential MCRW search, the probability of hitting those short runs is large when we have a portfolio of MCRW searches.

Another insight we can draw from the above analysis is that we can drastically increase \( p^*(x < t) \) if \( p_m(x < t) \) is increased. For the most part, the probabilistic distribution \( p_m \) is determined by the efficiency of MCRW search itself. That in turn, is determined by the problem structure and the parameters for MCRW. With the problem structure fixed, we focus on finding proper parameter configurations to accelerate MCRW search.

### 6.2.4 Enhanced PoSS with Dovetailing

The MCRW algorithm has a few parameters affecting its performance, among which \( n \) (number of walks) and \( l \) (length of walk) are the most important, since they directly control the process of escaping from local minima and plateaus. If \( n \) and \( l \) are too small, the local search method is greedy as it tries to immediately exploit their local knowledge instead of exploring the neighborhood of current state. On the other hand, if they are too large, the search may take a long time on exploring the neighborhood of the current state. This exploitation–exploration tradeoff has long been observed in local search [8, 47].

As noted in the last chapter, setting the best parameter values for the random walk procedure can be challenging because we do not have complete information about the state space. MCRW by default sets \( n = 2000 \) and \( l = 10 \), which are tuned offline and give good average performance. However, there is no guarantee that this setting will perform well on each individual problem. As an example, we test different parameter values on a randomly selected problem: Airport-17. For each parameter setting, we run MCRW 10 times to get the average running time. The results presented in Figure 6.2 show that the performance with the default setting can be improved by arranging some other parameter settings.
Dovetailing is a procedure that performs search with multiple parameter settings and algorithms simultaneously [66]. It takes as its input a set of pairs of search algorithms and configurations \( A = \{ (a_0, c_0), (a_1, c_1), \ldots, (a_n, c_n) \} \) where \( c_i \) is a configuration for algorithm \( a_i \). The set \( A \) is also called an algorithm portfolio. Each computational node takes parameter settings from a candidate configuration set \( C = \{ c_0, c_1, \ldots, c_n \} \).

The dovetailing version of PoSS, PoSS\(^d\), adopts the following configurations. We set two general ranges for \( n \) and \( l \), where \( n \) is from 200 to 3200, and \( l \) is from 1 to 15. These two ranges are set based on our empirical studies on planning domains. They are general enough to cover a vast range of planning domains in International Planning Competitions. In PoSS\(^d\), each processor would perform an independent MCRW search with a set of parameters drawn uniformly from the aforementioned range.

### 6.3 System Implementation

We have implemented PoSS, PoSS\(^d\) in both parallel and cloud computing environments. For the parallel computing environment, we used MPI message passing for node communication. The Azure implementation is proven to be technologically challenging. We record our experiences here.
Windows Azure is a representative cloud computing system [16]. It provides a Windows-based cloud computing environment for running applications and storing data on servers in Microsoft data centers. Windows Azure offers web roles and worker roles that can be used for web hosting and computation respectively. It also provides communication mechanisms like Queue which web and worker roles can use to communicate with each other using asynchronized APIs. It is important to note that the latency of communication using Azure Queue is high. On average, adding or retrieving a message of 512 bytes in the queue requires as long as 20 ms, as measured in [38]. We also performed some tests by ourselves and found that Windows Azure Queue can support at most 100 message insertions and retrievals using its RESTful API. Therefore, it is not practical to use parallel algorithms that are designed for high performance clusters with low latency communication infrastructure. Instead, we run MRW algorithms in parallel with very limited communication in Windows Azure.

The system architecture that we use to implement PoSS and PoSS$^d$ in Windows Azure is presented in Figure 6.3. We use an Azure web role to provide a web portal for users to submit jobs. The web role dispatches jobs to worker roles using a job control queue. For the PoSS algorithm with $N$ processors, a web role will insert $N$ messages into the job control queue, each containing a job ID, a set of initial parameters and a pointer to the planning problem. We have stored all IPC planning problems in a distributed file system in Azure so workers do not need to retrieve them from the web role.

Worker roles listens to the task queue. If a worker role is not currently working on any planning jobs, and there is a new job in the control queue, the worker role would consume the message and start the MCRM search. Parameters in the message are used to initialize the MCRW search. Once the MCRW search on a worker role finds a solution, it sends a done message, alone with the job ID, to the job control queue.
Other worker roles that are working on the same planning problem, identified by the job ID, listening to the job control queue asynchronously, will then terminate promptly once the done message is posted.

The finished worker role will also send its solution and running time to the result queue for result collection. We separate the result queue and the job control queue because we would not want workers to be burdened by result messages, which usually contain a large amount of data and performance statistics. Such a design also leads to minimum communication, while still giving prompt termination of the PoSS algorithm once a solution plan is found.

Figure 6.4: A simple Web UI for users to submit planning tasks to PoSS running in Windows Azure.

We have ported the MCRW planner, which is originally developed in C++ on a Linux environment, onto a managed .NET environment in Windows Azure. We have also implemented our own APIs written in C++ for MCRW to access the queues and blob services provided by Windows Azure. Although there are APIs on the .NET platform provided by the Azure SDK to operate the Azure queues and blobs, these existing APIs are not easily accessible from native codes.
Hence, we write our own APIs, which use the RESTful APIs and plain stateless HTTP protocols to access and operate the tables, queues and blobs. Our APIs implement the base64, SHA256 and HMAC algorithm for authentication and HTTP requests using the cUrl library. We plan to open source the PoSS planning system as well as the C++ APIs for Azure cloud after some code cleanup.

Along with the APIs, we also provide a simple Web UI (Figure 6.4) where users who are interested in solving planning problems can use our system as a service. Users can submit planning jobs by submitting standard PDDL files for domains and problems. Alternatively, users can choose from pre-loaded IPC domains. The solutions are emailed to users as an email attachment.

It is worth noting that both the APIs and the web UI we developed can be extended to work with other planners running in Azure. We believe that this work would ease the way for planning researchers to experiment with new research ideas in cloud platforms such as Windows Azure. They would make planning more accessible to users who are not necessarily familiar with or do not have access to state-of-the-art planners.

6.4 Experimental Results

We present our experimental results in two parts by evaluating the performance of MCRW, PoSS and PoSS\textsuperscript{d} in a parallel computing cluster provided by Washington University and in Windows Azure cloud. Our experiments are conducted for problem domains from the Fourth International Planning competition (IPC 4) [2]. These domains are Airport (air), Pipesworld Tankage (tank), Pipesworld NoTankage (notank), Dining Philosophers (phi), Satellite (sate) and Power Supply Restoration-PSR Large (psr). We pick the most challenging problems (usually with larger problem indices) in each domain for the experiments.
## 6.4.1 Results for Parallel Computing

Here we run all experiments in a cluster with two computing nodes where each node has 8 Dual Core AMD Opteron Processors (2.15GHz) and 26GB memory. We test the parallelism with 8 and 16 MCRW instances in PoSS and PoSS\textsuperscript{d}. The time limit, for all the instances, is set to 3600 seconds. Intra-node communication for PoSS and PoSS\textsuperscript{d} are implemented using the MPI message passing library.

<table>
<thead>
<tr>
<th>Problems</th>
<th>MCRW</th>
<th>PoSS</th>
<th>PoSS\textsuperscript{d}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T</td>
<td>#</td>
<td>T</td>
</tr>
<tr>
<td>air-38</td>
<td>246.1</td>
<td>10</td>
<td>128.1</td>
</tr>
<tr>
<td>air-39</td>
<td>2228.6</td>
<td>5</td>
<td>1046.8</td>
</tr>
<tr>
<td>air-40</td>
<td>1287.0</td>
<td>8</td>
<td>515.6</td>
</tr>
<tr>
<td>air-41</td>
<td>1262.2</td>
<td>10</td>
<td>232.7</td>
</tr>
<tr>
<td>air-42</td>
<td>708.9</td>
<td>1</td>
<td>704.6</td>
</tr>
<tr>
<td>air-43</td>
<td>1643.6</td>
<td>1</td>
<td>980.1</td>
</tr>
<tr>
<td>air-44</td>
<td>726.9</td>
<td>10</td>
<td>394.5</td>
</tr>
<tr>
<td>air-45</td>
<td>1606.8</td>
<td>9</td>
<td>511.8</td>
</tr>
<tr>
<td>air-46</td>
<td>2969.5</td>
<td>1</td>
<td>2163.6</td>
</tr>
<tr>
<td>air-47</td>
<td>1649.2</td>
<td>2</td>
<td>2912.4</td>
</tr>
</tbody>
</table>

**Summary**

<table>
<thead>
<tr>
<th></th>
<th>T</th>
<th>#</th>
<th>T</th>
<th>#</th>
<th>T</th>
<th>#</th>
<th>T</th>
<th>#</th>
</tr>
</thead>
<tbody>
<tr>
<td>air-38</td>
<td>14328.9</td>
<td>57</td>
<td>9590.0</td>
<td>1.5</td>
<td>88</td>
<td>6823.2</td>
<td>2.1</td>
<td>97</td>
</tr>
</tbody>
</table>

Table 6.3: Comparison of MCRW and PoSS in different number of processors and strategies for the Airport domain. Problems with super linear speedups are highlighted.

For each domain, we choose the 10 hardest problem instances (measured by the average running time of 10 independent MCRW runs). Due to the statistic nature of these algorithms, we run algorithms on each instance 10 times and report the average running time here. Tables 6.3, 6.4, 6.5, 6.6, 6.7 and 6.8 give the results of MCRW, PoSS and PoSS\textsuperscript{d} algorithms in IPC-4 domains. In these tables, “T”, “S” and “#” represent the average running time, the speedup and the number of runs when an algorithm successfully finds a solution within the time limit.

From these tables, we can see that both PoSS and PoSS\textsuperscript{d} largely reduce the running time and provide substantial speedups. For instance, in problems such as air-41, tank-32, tank-33 and psr-17, they achieve super linear speedups. Super linear speedup means we achieve a speedup of more than \(n\) with \(n\) processors. These results show
<table>
<thead>
<tr>
<th>Problems</th>
<th>MCRW</th>
<th>PoSS</th>
<th>PoSS$^d$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 T</td>
<td>1 S</td>
<td>1 T</td>
</tr>
<tr>
<td>tank-32</td>
<td>278.5</td>
<td>10</td>
<td>38.1</td>
</tr>
<tr>
<td>tank-33</td>
<td>1432.1</td>
<td>10</td>
<td>164.7</td>
</tr>
<tr>
<td>tank-34</td>
<td>262.2</td>
<td>10</td>
<td>55.2</td>
</tr>
<tr>
<td>tank-35</td>
<td>526.0</td>
<td>10</td>
<td>169.1</td>
</tr>
<tr>
<td>tank-36</td>
<td>1231.9</td>
<td>10</td>
<td>296.4</td>
</tr>
<tr>
<td>tank-37</td>
<td>871.3</td>
<td>9</td>
<td>155.4</td>
</tr>
<tr>
<td>tank-38</td>
<td>1054.3</td>
<td>10</td>
<td>409.3</td>
</tr>
<tr>
<td>tank-39</td>
<td>467.1</td>
<td>10</td>
<td>200.6</td>
</tr>
<tr>
<td>tank-40</td>
<td>861.4</td>
<td>10</td>
<td>326.4</td>
</tr>
<tr>
<td>tank-41</td>
<td>114.6</td>
<td>10</td>
<td>21.8</td>
</tr>
<tr>
<td>Summary</td>
<td>7099.6</td>
<td>99</td>
<td>1837.0</td>
</tr>
</tbody>
</table>

Table 6.4: Comparison of MCRW and PoSS in different number of processors and strategies for the Pipesworld Tankage domain. Problems with super linear speedups are highlighted.

<table>
<thead>
<tr>
<th>Problems</th>
<th>MCRW</th>
<th>PoSS</th>
<th>PoSS$^d$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 T</td>
<td>1 S</td>
<td>1 T</td>
</tr>
<tr>
<td>notank-40</td>
<td>24.6</td>
<td>10</td>
<td>13.8</td>
</tr>
<tr>
<td>notank-41</td>
<td>8.5</td>
<td>10</td>
<td>4.1</td>
</tr>
<tr>
<td>notank-43</td>
<td>616.8</td>
<td>2</td>
<td>652.5</td>
</tr>
<tr>
<td>notank-44</td>
<td>2436.0</td>
<td>1</td>
<td>2091.9</td>
</tr>
<tr>
<td>notank-45</td>
<td>410.0</td>
<td>10</td>
<td>90.9</td>
</tr>
<tr>
<td>notank-46</td>
<td>1676.8</td>
<td>4</td>
<td>514.7</td>
</tr>
<tr>
<td>notank-47</td>
<td>1097.9</td>
<td>2</td>
<td>1225.6</td>
</tr>
<tr>
<td>notank-48</td>
<td>1636.1</td>
<td>1</td>
<td>1038.4</td>
</tr>
<tr>
<td>notank-49</td>
<td>81.9</td>
<td>10</td>
<td>42.0</td>
</tr>
<tr>
<td>notank-50</td>
<td>165.9</td>
<td>10</td>
<td>77.1</td>
</tr>
<tr>
<td>Summary</td>
<td>8154.5</td>
<td>60</td>
<td>5751.1</td>
</tr>
</tbody>
</table>

Table 6.5: Comparison of MCRW and PoSS in different number of processors and strategies for the Pipesworld NoTankage domain.
Table 6.6: Comparison of MCRW and PoSS in different number of processors and strategies for the Philosophier domain. Problems with super linear speedups are highlighted.

<table>
<thead>
<tr>
<th>Problems</th>
<th>MCRW</th>
<th>PoSS</th>
<th>PoSSd</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>T</td>
<td>#</td>
<td>T</td>
</tr>
<tr>
<td>phi-6</td>
<td>46.1</td>
<td>10</td>
<td>5.7</td>
</tr>
<tr>
<td>phi-7</td>
<td>14.0</td>
<td>10</td>
<td>2.6</td>
</tr>
<tr>
<td>phi-8</td>
<td>67.6</td>
<td>10</td>
<td>10.0</td>
</tr>
<tr>
<td>phi-9</td>
<td>41.2</td>
<td>10</td>
<td>7.2</td>
</tr>
<tr>
<td>phi-10</td>
<td>1006.4</td>
<td>10</td>
<td>181.1</td>
</tr>
<tr>
<td>phi-11</td>
<td>130.8</td>
<td>10</td>
<td>11.1</td>
</tr>
<tr>
<td>phi-12</td>
<td>929.7</td>
<td>8</td>
<td>94.3</td>
</tr>
<tr>
<td>phi-13</td>
<td>1747.5</td>
<td>6</td>
<td>573.1</td>
</tr>
<tr>
<td>phi-14</td>
<td>-</td>
<td>0</td>
<td>1768.9</td>
</tr>
<tr>
<td>phi-15</td>
<td>-</td>
<td>0</td>
<td>939.4</td>
</tr>
<tr>
<td>Summary</td>
<td>3983.3</td>
<td>74</td>
<td>3593.5</td>
</tr>
</tbody>
</table>

Table 6.7: Comparison of MCRW and PoSS in different number of processors and strategies for the Satellite domain.
Table 6.8: Comparison of MCRW and PoSS in different number of processors and strategies for the Power Supply Restoration domain. Problems with super linear speedups are highlighted.

that it is advantageous to use PoSS and PoSS\textsuperscript{d} over MCRW even when we factor in the overhead of running on multiple processors.

We would also like to point out that PoSS and PoSS\textsuperscript{d} largely reduce the standard derivation of running time, which makes them a much more predictable and hence favorable choice over the original MCRW.

6.4.2 Evaluation in Windows Azure
Table 6.9: Comparison of the running time and cost of PoSS algorithms using different number of nodes in Windows Azure. “T” is the running time in seconds, “S” is the speedup and “C” is the average total cost in US cents.

<table>
<thead>
<tr>
<th>P</th>
<th>1</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>120</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>120</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T</td>
<td>C</td>
<td>T</td>
<td>C</td>
<td>T</td>
<td>C</td>
<td>T</td>
<td>C</td>
<td>T</td>
</tr>
<tr>
<td>air-46</td>
<td>6999.7</td>
<td>23.3</td>
<td>1733.1</td>
<td>4.0</td>
<td>23.1</td>
<td>675.6</td>
<td>10.4</td>
<td>36.0</td>
<td>121.7</td>
</tr>
<tr>
<td>air-47</td>
<td>10812.5</td>
<td>36.1</td>
<td>2831.5</td>
<td>3.8</td>
<td>37.8</td>
<td>769.7</td>
<td>14.0</td>
<td>41.1</td>
<td>134.5</td>
</tr>
<tr>
<td>tank-40</td>
<td>1385.4</td>
<td>4.6</td>
<td>512.8</td>
<td>2.7</td>
<td>6.8</td>
<td>241.4</td>
<td>5.7</td>
<td>6.4</td>
<td>122.2</td>
</tr>
<tr>
<td>tank-41</td>
<td>53.0</td>
<td>0.18</td>
<td>28.8</td>
<td>1.8</td>
<td>0.4</td>
<td>35.6</td>
<td>1.5</td>
<td>0.9</td>
<td>31.7</td>
</tr>
<tr>
<td>notank-49</td>
<td>96.7</td>
<td>0.3</td>
<td>59.3</td>
<td>1.6</td>
<td>0.8</td>
<td>42.2</td>
<td>2.3</td>
<td>1.1</td>
<td>43.7</td>
</tr>
<tr>
<td>notank-50</td>
<td>367.6</td>
<td>1.23</td>
<td>110.9</td>
<td>3.3</td>
<td>1.5</td>
<td>76.4</td>
<td>4.8</td>
<td>2.0</td>
<td>57.4</td>
</tr>
<tr>
<td>sate-29</td>
<td>1234.5</td>
<td>4.12</td>
<td>676.0</td>
<td>1.8</td>
<td>9.0</td>
<td>469.0</td>
<td>2.6</td>
<td>12.5</td>
<td>68.5</td>
</tr>
<tr>
<td>sate-30</td>
<td>2181.5</td>
<td>7.27</td>
<td>909.8</td>
<td>2.4</td>
<td>12.1</td>
<td>834.3</td>
<td>2.6</td>
<td>22.2</td>
<td>296.9</td>
</tr>
<tr>
<td>phi-12</td>
<td>1385.0</td>
<td>4.6</td>
<td>506.6</td>
<td>2.7</td>
<td>6.8</td>
<td>274.3</td>
<td>5.0</td>
<td>7.3</td>
<td>216.0</td>
</tr>
<tr>
<td>phi-13</td>
<td>5156.7</td>
<td>17.2</td>
<td>919.5</td>
<td>5.6</td>
<td>12.3</td>
<td>669.7</td>
<td>7.7</td>
<td>17.9</td>
<td>497.1</td>
</tr>
<tr>
<td>psr-24</td>
<td>1779.6</td>
<td>5.9</td>
<td>499.1</td>
<td>3.6</td>
<td>6.7</td>
<td>195.2</td>
<td>9.1</td>
<td>5.2</td>
<td>94.0</td>
</tr>
<tr>
<td>psr-25</td>
<td>73.7</td>
<td>0.3</td>
<td>28.2</td>
<td>2.6</td>
<td>0.4</td>
<td>20.8</td>
<td>3.5</td>
<td>0.6</td>
<td>10.1</td>
</tr>
</tbody>
</table>
We also evaluate both PoSS and PoSS\textsuperscript{ms} using Windows Azure, one of the major commercial cloud computing platforms [16]. For the following evaluation, we request up to 120 processors in Windows Azure. The experiments are conducted on the two hardest problems from each domain. For each instance and setting, we make 10 runs and report the average time and cost.

Financial cost is a major concern for cloud users. Cloud computing adopts a pay-as-you-go model for computational resources. Therefore, although theoretically we can employ a large number of processors for our algorithm portfolios, it is necessary to consider the tradeoff between speedup and cost. We report the running time (T), speedup (S) and monetary cost in US cents (C) in Table 6.9. The running time for PoSS and PoSS\textsuperscript{d} is measured as the delta between when web role issues messages to the job control queue and when the web role gets the solution from the result queue. In other words, it factors in all the communication overheads of the Azure platform. The cost is calculated based on a unit cost of $0.12 per hour per CPU core, which is the standard rate for small instances in Windows Azure.

From Table 6.9, we see that the performance of running PoSS and PoSS\textsuperscript{d} in Windows Azure are similar to the results reported from the local cluster. Despite the overhead brought in by the job control and message passing mechanism we used in the Azure implementation, we have achieved substantial speedups in Windows Azure. Super linear speedups are observed for problems such as air-46, sate-29 and psr-25. Super linear speedup is especially beneficial when we factor in costs. For example, for phi-13 with 120 processors, not only can PoSS\textsuperscript{ms} achieve a great speedup, the financial charge (2.7 US cents) is also the lowest among all reported Ns. Hence, for this problem, it is economical to use 120 processors instead of fewer processors.

For other problems, our scheme also achieves good tradeoff. For example, for air-47 and psr-25, to increase the number of processors from 16 to 120 only increases the total charge by less than 50%, but improves the speedup almost 4 times. Therefore, using more processors is still desirable when users are willing to trade a slightly higher cost for a significant speedup. After all, the total charge in a cloud is not very expensive using our algorithm. For the different numbers of processors we tested, it takes less than a US dollar to solve most instances. Both the speedup results and the cost
analysis show that cloud computing is an attractive platform for solving planning problems.

Finally, we point out that, our algorithm is robust under processor failures, which are commonly seen in cloud environments. For PoSS and PoSS, a failed run does not affect other parallel runs since they are independent and do not require communication. Previous parallel planning algorithms requiring intricate coordination are much more vulnerable to processor failures in the cloud environment.

6.5 Summary

In summary, we propose a parallel stochastic search (PoSS) algorithm designed to take advantage of the short runs in thus distribution which can improve substantially. Our PoSS algorithm uses low frequency communication between computing nodes, which is perfectly suitable for cloud computing architecture. It also can tolerate the failure of processors since the search of each individual processor is totally independent, where one processor’s failure won’t affect other processors. We also present a parallel dovetailing technique, which is a procedure that performs search with multiple parameter settings simultaneously, to dramatically improve the efficiency of our algorithm. In summary,

- We show that the run-time distribution of Monte Carlo Random Walk (MCRW) algorithm in planning has a remarkable variability and propose a PoSS algorithm which takes advantage of short runs in this distribution.

- We use parallel dovetailing to solve the parameter tuning issue. In MCRW algorithm, the parameters can greatly impact the search performance. In practice, it usually can only find the setting with the best average performance, while there is no guarantee that this setting will perform well on each individual problem. In our parallel algorithm, each processor is assigned a unique parameter configuration chosen randomly from a value range, which is pre-decided through a large number of experiments. Thus, for each certain problem, each processor has the potential to get the parameter value that performs the best. Our
experimental results show that it dramatically reduces the search time of our algorithm.

- We implement two versions of parallel random walk algorithms on Windows Azure. The Windows Azure platform represents a new computing model and its potential for scientific research and applications remains largely unexplored. We study the performance characteristics of Windows Azure, and then develop scalable Azure-based schemes for stochastic search algorithm. We also implement scaffolding for deploying planning algorithms into the cloud environment, as well as a scheme that can launch multiple workers in Windows Azure.
Chapter 7

Conclusion

This dissertation proposed a set of techniques that can accelerate heuristic search for AI planning.

We have developed Stratified Planning, a straightforward and efficient technique for reducing the search space for heuristic search. Based on the insights gained from Stratified Planning and Expansion Core, we have developed a general partial order reduction framework for planning. We have established, for the first time, the connections between existing partial order reduction techniques in planning and the stubborn set theory in model checking. These techniques are orthogonal to heuristics, and therefore can be combined with any heuristics to accelerate search.

In addition to the study of the problem structure, we have studied the local structure of the search space. Based on the observation that heuristic search spends most of its time in plateau exploration, we proposed using random walks to assist heuristic search. The proposed methods have significantly accelerated heuristic search, as shown by results from IPC domains.

Last, we have taken the idea of stochastic search to the cloud computing platform. We have analyzed the advantages and shortcomings of the cloud computing platform, and proposed portfolio stochastic search algorithms that are amicable to the cloud platform. We have applied dovetailing techniques to the portfolio stochastic search scheme and further improved the efficiency of stochastic search. We have implemented the system in Windows Azure and reported super linear speedups in some problems.
7.1 Future Works

Heuristic search is a pervasive and important technique for AI. It occurs in a wide variety of engineering and scientific applications such as planning, scheduling, constraint satisfaction, game playing, VLSI technology, engineering design, power grid design, and computational sustainability. Accelerating heuristic search, therefore, has a broad impact on all of these applications. Here we point out some of the interesting directions for future work.

7.1.1 Symmetry in State Space

Symmetry detection is another way to reduce the search space [25]. It is different than partial order reduction as it explores the isomorphic relations between subgraphs in the search space. For example, consider a domain with three domain transition graphs $A_1$, $A_2$, and $B$, where $A_1$ and $A_2$ are symmetrical (isomorphic), and actions associated with $B$ have no conflict with any actions associated with $A_1$ or $A_2$. In this case, symmetry removal will expand actions associated with ($A_1$ and $B$) or ($A_2$ and $B$). This technique is different than partial order reduction proposed in this thesis. Future work here includes exploring the connections between symmetry and partial order reduction to see if the search space can further be pruned.

7.1.2 Helpful Actions

Helpful action (also called preferred operator) is one of the non-complete space reduction approaches [40, 33]. Generally speaking, helpful actions are applicable actions that are deemed to be helpful in solving a planning problem. A typical way of acquiring helpful actions is through heuristic evaluation. Certain heuristic functions such as Fast Forward and Fast Downward rely on solving a relaxed planning problem to calculate the heuristic function value of a state. It is likely that actions appearing in the solution to the relaxed problem are also part of the solution to the original planning problem.
Random exploration algorithms can use these actions as extra information to improve search efficiency. However, there is an exploration-exploiting tradeoff here. Helpful action is local information that can be misleading when the heuristic function is uninformative. It will be interesting to see the interaction of helpful action with random walk assisted heuristic search.

7.1.3 Probabilistic Models for Random Walks Guided by Heuristics

We have used a graph model to analyze when random walk is beneficial in heuristic search. The model we proposed is effective at explaining why random walk works well on some problem domains. There are some existing graph models that predict the hitting time of random walks without the influence of heuristic functions [57]. Similar to our model, these models can be used to analyze the performance of pure random walks on simple problem domains. It would be interesting to see if there is a probabilistic model for random walks guided by heuristics, so we can have better understanding of when to use random walk and how to select parameters for random walk.

7.1.4 Cloud-Based Deterministic Search

Most cloud platforms, including Windows Azure, are not optimized for low latency communication between processes. On the other hand, many parallel search algorithms require extensive inter-process communication. We have proposed to use stochastic search to utilize cloud computing wherein performance is not significantly affected by the high communication latency. There is some existing work to design a hash function that maps states to processors such that communication is localized between computational nodes [78, 79, 80, 14]. It would be interesting to see if techniques like these can be used to parallelize deterministic search in the cloud environment with relatively high communication latency.
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