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Abstract

We consider a single cell single input multiple output (SIMO) system employing orthogonal frequency division multiplexing (OFDM). In such systems, setting the pilot-to-data power ratio (PDPR) has a large impact on the spectral and energy efficiency. In this paper we provide a closed form solution for the mean square error (MSE) of the received data as a function of the PDPR assuming Gaussian channels and minimum mean square error (MMSE) equalization. In numerical experiments we find that the MSE is a convex function of the PDPR and study the optimal PDPR as the number of antennas at the base station (BS) grows large. We find that the optimal PDPR heavily depends on the number of antennas and the path loss between the mobile station and the BS. Specifically, as the number of antennas grows large, a larger portion of the total power budget needs to be allocated for pilot signals, especially for low path loss users.
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I. INTRODUCTION

In multiple input multiple output (MIMO) orthogonal frequency division multiplexing (OFDM) systems pilot symbols facilitate channel estimation, but they reduce the transmitted energy for
data symbols under a fixed power budget. This fundamental tradeoff has been studied in [1] and [2] assuming various pilot patterns and receiver structures. An important insight from these works is that although balancing the pilot-to-data power ratio (PDPR) improves the system performance, the capacity is not highly sensitive to the PDPR over a fairly broad range. The results of [2], for example, indicate that the optimal PDPR provides about 2-3 dB gain compared with the equal power for pilot and data symbols.

Subsequently, [3] derived a closed form of the optimal PDPR in MIMO-OFDM spatial multiplexing systems with minimum mean square error channel estimation and showed that a tight bound lying in the quasi-optimal region provides a good approximation for the optimal PDPR setting. More recently, [4] derived a closed form PDPR that maximizes the capacity bound of MIMO-OFDM systems and studied the impact of carrier frequency offset (CFO) on the maximizing power allocation.

Along another line, results on massive MIMO systems suggest that as the number of base stations antennas grows large, the signal-to-noise-ratio becomes independent of the transmitted powers and the required transmitted energy per bit (i.e. for a given SNR target) vanishes [5]. This observation raises the question how the optimal PDPR is affected as the number of antennas at the base station grows large.

The direct precursor of the current paper is our previous work [6], in which we considered both a single cell and a multicell model, without calculating the mean square error for an arbitrary number of receive antennas. In this paper we consider a single input multiple output (SIMO) system in which the mobile station balances its PDPR, while the base station uses maximum likelihood (ML) channel estimation to initialize a linear minimum mean square error (MMSE) equalizer. Our contribution is to derive a closed form for the mean square error (MSE) of the equalized data symbols. This form is powerful, because it includes not only the pilot and data transmit power levels as independent variables, but also the number of receive antennas at the base station ($N_r$). This formula allows us to study the impact of $N_r$ on the MSE and thereby on
the PDPR that minimizes the MSE. To the best of our knowledge the MSE formula as well as the insights obtained in the numerical section are novel.

We organize the rest of this paper as follows. The system model is defined in Section II. The MSE is determined in Section III. Numerical results are studied in Section IV. Section V concludes the paper.

II. SYSTEM MODEL

We consider the uplink transmission of a SIMO single cell multi-user wireless system, in which users are scheduled on orthogonal frequency channels. It is assumed that each mobile station (MS) employs an orthogonal pilot sequence, so that no interference between pilots is present in the system. This is a common assumption in massive multi-user MIMO systems in which a single MS may have a single antenna [5]. Since the channel is quasi-static frequency-flat within each transmission block, it is equivalent to model the whole pilot sequence as a single symbol per resource block with power $P^p$, while each data symbol is transmitted with power $P$. The base station (BS) estimates the channel $h$ (column vector of dimension $N_r$, where $N_r$ is the number of receive antennas at the BS) by employing maximum likelihood (ML) channel estimators to initialize linear minimum mean square error (MMSE) equalizers.

A. Channel Estimation Model

Each MS transmits an orthogonal pilot symbol $x_j$ that is received by the BS. Thus, the column vector of the received pilot signal at the BS from the $j^{th}$ MS is:

$$y_j^p = \sqrt{P^p_j} \alpha_j h_j x_j + n^p, \quad (1)$$

where we assume that $h_j$ is a complex normal distributed vector of r.v. with mean vector $\mathbf{0}$ and covariance matrix $C_j$ (of size $N_r$), denoted as $h_j \sim \mathcal{CN}(\mathbf{0}, C_j)$, $\alpha_j$ accounts for the propagation loss, $n^p \sim \mathcal{CN}(\mathbf{0}, \sigma^2 \mathbf{I})$ is the contribution from additive Gaussian noise and the pilot symbol
is scaled as $|x_j|^2 = 1, \forall j$. Since we assume orthogonal pilot sequences, the channel estimation process can be assumed independent for each MS and we can therefore drop the index $j$. With a ML channel estimator, the BS estimates the channel based on (1) assuming
\[
\hat{h} = \frac{y^p}{\sqrt{P^p \alpha_x}},
\]
that is:
\[
\hat{h} = h + \frac{n^p}{\sqrt{P^p \alpha_x}}; \quad |x|^2 = 1.
\tag{2}
\]
It then follows that the estimated channel $\hat{h}$ is distributed as follows:
\[
\hat{h} \sim \mathcal{CN}(0, R),
\tag{3}
\]
with $R \triangleq \mathbb{E}[\hat{h}\hat{h}^H] = C + \frac{\sigma^2}{P^p \alpha^2} I$.

Further, it follows that the channel estimation error $w \triangleq \hat{h} - h$ is also normally distributed with a covariance inversely proportional to the employed pilot power:
\[
w \sim \mathcal{CN}(0, C_w); \quad C_w \triangleq \frac{\sigma^2}{P^p \alpha^2} I.
\]

Equations (2)-(3) imply that $h$ and $\hat{h}$ are jointly complex Gaussian (multivariate normal) distributed random variables [7]. Specifically, we recall from [7] that the covariance matrix of the joint PDF is composed by autocovariance matrices $C_{h,h}$, $C_{\hat{h},\hat{h}}$ and cross covariance matrices $C_{h,\hat{h}}, C_{\hat{h},h}$ as
\[
\begin{bmatrix}
C_{h,h} & C_{h,\hat{h}} \\
C_{\hat{h},h} & C_{\hat{h},\hat{h}}
\end{bmatrix} = 
\begin{bmatrix}
C & C \\
C & R
\end{bmatrix},
\]
and $R = C + C_w$. 
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B. Determining the Conditional Channel Distribution

From the joint PDF of $h$ and $\hat{h}$ we can compute the following conditional distributions.

Result 2.1: Given a random channel realization $h$, the estimated channel $\hat{h}$ conditioned to $h$ can be shown to be distributed as

$$ (\hat{h} \mid h) \sim \mathcal{CN}(h, C_w). \quad (4) $$

Result 2.2: The distribution of the channel realization $h$ conditioned to the estimate $\hat{h}$ is normally distributed as follows:

$$ (h \mid \hat{h}) \sim \mathcal{CN}(D\hat{h}, Q), \quad (5) $$

where $D = CR^{-1}$ and $Q = C - CR^{-1}C$.

The proofs are provided in the Appendix.

To capture the tradeoff between the pilot and data power, we need to calculate the mean square error of the equalized data symbols. To this end, we consider an equalization model in the next subsection.

C. Equalizer Model based on ML Channel Estimator

The data signal received by the BS is

$$ y = \alpha \sqrt{P} hx + n, \quad (6) $$

where $|x|^2 = 1$. We assume that the BS employs a naive MMSE equalizer, where the estimated channel (2) is taken as if it was the actual channel:

$$ G = \alpha \sqrt{P} \hat{h}^H (\alpha^2 P \hat{h} \hat{h}^H + \sigma^2 I)^{-1}. \quad (7) $$

Under this assumption, we state the following result as a first step towards determining the MSE.
**Result 2.3:** Let $\text{MSE}(h, \hat{h}) = E_{x,n} \{|Gy - x|^2\}$ be the MSE for the equalized symbols, given the realizations of $h$ and $\hat{h}$. It is

$$\text{MSE}(h, \hat{h}) = G\alpha^2 P h^H G^H - 2\alpha \sqrt{P} Re[Gh] + \sigma^2 G G^H + 1.$$  

(8)

The proof is presented in the Appendix. From this, our next result follows directly.

**Result 2.4:** Let $\text{MSE}(\hat{h}) = E_{h,\hat{h}} \{\text{MSE}(h, \hat{h})\}$ be the MSE for the equalized symbols, given the estimated channel realization $\hat{h}$. It satisfies

$$\text{MSE}(\hat{h}) = G \left( \alpha^2 P (D\hat{h}^H D^H + Q) + \sigma^2 I \right) G^H - 2\alpha \sqrt{P} Re\{G D \hat{h}\} + 1.$$  

(9)

The proof is presented in the Appendix.

**III. Determining the Unconditional MSE**

Based on the conditional MSE expression of the preceding section, we are now interested in deriving the unconditional expectation of the MSE. To this end, the following two lemmas turn out to be useful.

**Lemma 1:** Given a channel estimate instance $\hat{h}$, the MMSE weighting matrix $G$, as a function of the number of receive antennas at the base station ($N_r$) can be expressed as follows

$$G = \frac{\alpha \sqrt{P}}{\|\hat{h}\| \alpha^2 P + \sigma^2} \hat{h}^H,$$  

(10)

where $\|\hat{h}\|^2 = \hat{h}^H \hat{h} = \sum_{i=1}^{N_r} |\hat{h}_i|^2$.

The proof is presented in the Appendix.

Using this simple expression of $G$ we can further simplify the conditional expectation of the MSE of the MMSE equalized data symbols.
Lemma 2: When we assume independent channel distributions with identical variances, that is the channel covariance matrix is diagonal in the form of $C = \varrho I$, where $\varrho \in \mathbb{R}^+$, then the covariance matrices $D, Q$ are $D = dI, Q = qI$ with $d = \varrho(\varrho + \frac{\sigma^2}{PP})^{-1}, q = \varrho(1 - d)$ and (9) simplifies to

$$\text{MSE}(\hat{h}) = 1 - \frac{2\|\hat{h}\|^2d\alpha^2P}{\|\hat{h}\|^2\alpha^2P + \sigma^2} + \frac{\|\hat{h}\|^2\alpha^2P}{\|\hat{h}\|^2\alpha^2P + \sigma^2} \cdot \left[\|\hat{h}\|^2d\alpha^2P + q\alpha^2P + \sigma^2\right]$$

(11)

The proof is presented in the Appendix. After these preparations we can state the main theorem about the MSE.

Theorem 1: The expected value of the mean square error of the equalized symbols is

$$\mathcal{E}\{\text{MSE}\} = \mathcal{E}_{\hat{h}}\left\{\text{MSE}(\hat{h})\right\} = \frac{d^2N_r}{2p} \left(\frac{1}{\varrho^2}(\sigma^2 + 2(1+N_r)p\varrho^2)G(N_r) - 2p\right) +$$

$$+ \frac{qp + \sigma^2}{4p^2\varrho^2} \left((\sigma^2 + 2N_r p\varrho^2)G(N_r) - 2p\varrho^2\right) -$$

$$- 2d \left(N_rG(N_r)\right) + 1,$$

where $p = \alpha^2P$,

$$G(n) = e^{\frac{\alpha^2}{2p\varrho^2}} \cdot E_{in}(n, \frac{\sigma^2}{2p\varrho^2})$$

and $E_{in}(n, z) = \int_1^\infty e^{-zt}t^n dt$ is a standard exponential integral function which is commonly available in numerical programming environments (e.g., it is called ExpIntegralE in Mathematica).

The proof is provided in the Appendix. It is important to note that $q$ and $d$ carry the dependency on the pilot power $P_p$ and $p$ carries the dependency on the data power $P$ in $\mathcal{E}\{\text{MSE}\}$. 
IV. NUMERICAL RESULTS

In this section we consider a single cell SIMO system and concentrate on the performance of a single mobile station (MS) scheduled on a flat fading frequency channel. Unless stated otherwise, we assume that the MS has a power budget of 24 dBm that needs to be shared between the pilot and data symbols, as described in Section II. Except for Figures 9-11, the MS is in a position within the cell at which the distance dependent path loss is 60 dB.

Figure 1-2 are contour plots of the MSE of the equalized symbols as a function of the employed

Fig. 1. Contour plot of the MSE achieved by specific pilot and data power settings of a SIMO system with $N_r = 2$ receiver antennas. The diagonal line indicates the feasible region of a mobile station of a sum power level of 250 mW.
Fig. 2. Contour plot of the MSE achieved by specific pilot and data power settings of a SIMO system with 100 receiver antennas. The diagonal line indicates the feasible region of a mobile station of a sum power level of 250 mW.

pilot and data transmit power levels when the number of receive antennas is $N_r = 2$ and $N_r = 100$ respectively. These figures indicate the pilot-data transmit power level pairs that maintain a given MSE. For example, in Figure 1 we can see that the lowest MSE value that is feasible with a 250 mW power budget is 0.5. In contrast, Figure 2 shows that when $N_r = 100$, the same power budget can maintain an MSE less than 0.1. From this figure it is also clear that the 'knee' of the MSE curves is shifted toward much lower data power levels, which intuitively suggests a shift in the optimal PDPR. For example, the optimal MSE with 250 mW power budget is attained at
around $P^p = 145, P = 105$ on Figure 1 and around $P^p = 215, P = 35$ on Figure 2.

Figure 3 shows the impact of increasing the number of antennas at the base station from 2 to 100 in terms of the MSE performance as the function of the pilot and data transmit power. On the lower plane ($N_r = 100$), the pilot power minimizing the MSE is shifted towards a higher value compared with the $N_r = 2$ case (indicated with a circle) when we assume a power budget of 250 mW.

For illustration purposes, Figures 4, 5 and 6 examine the convexity of the MSE as a function of the pilot and data power levels. Figure 4 considers the case of a fixed sum power budget (250 mW) and plots the MSE as a function of the data power with different path loss values. In this
Fig. 4. The MSE as a function of the data power at path loss 60 dB and 70 dB with 2, 10 and 100 receive antennas at the base station. At 60 dB path loss, for example, the data power that minimizes the MSE is P=105 mW (2 antennas) and P=35 mW (100 antennas).

In a numerical example the MSE is clearly a convex function of the data power. Figures 5-6 illustrate the eigenvalues of the Hessian matrix of the MSE as a function of the data and pilot power levels with $N_r = 2$ and $N_r = 100$ respectively. These figures illustrate that the Hessian matrix of the MSE is positive definite implying the convexity of the MSE. We note that since the MSE in general is a function of the geometry of the system and the number of antennas in addition to the transmit power levels, the symbolic examination of its convexity becomes intractable.

These results are reinforced by Figure 7 that shows the MSE as a function of the allocated pilot power under varying power budget (200mW, 225 mW and 250 mW) and assuming different
Fig. 5. The eigenvalues of the Hessian matrix of the MSE as a function of the data and pilot power levels with \( N_r = 2 \) receive antennas. Both eigenvalues are strictly positive.

number of receive antennas \((N_r = 2, N_r = 20 \text{ and } N_r = 100)\). Here we can clearly see the tendency that as the number of the antennas grows large, the MS needs to allocate a smaller share of the total budget to data transmission and can 'afford' a larger share of the budget for pilot transmission. This basic insight is in line with the classical observation by Marzetta predicting a diminishing data transmit power required for maintaining an SNR target [5].

Figure 8 examines how the required pilot and data power levels that are necessary to maintain a predefined MSE level depend on that predefined MSE value when the number of antennas grows. As we can expect, larger number of antennas means that the pilot-data power balance becomes less sensitive to the MSE target.
The eigenvalues of the Hessian matrix of the MSE as a function of the data and pilot power levels with $N_r = 100$ receive antennas. Both eigenvalues are strictly positive.

Figure 9 shows the MSE as a function of the data power and the path loss for two antenna configurations ($N_r = 2$ and $N_r = 100$). We can observe that the data power level that minimizes the MSE is not only dependent on $N_r$, but also on the path loss. Specifically, for larger path loss (cell edge) users, more data power (i.e. less pilot power) minimizes the MSE than for cell center users. However, this effect becomes less pronounced as the number of antennas increases.

This basic observation is further examined by Figure 10 and Figure 11. Figure 10 plots the ratio of the power budget that needs to be spent on the plot signal such that the MSE is minimized for $N_r = 2, 20, 50, 100, 500, 1000$. Even with a large number of antennas, the optimal pilot setting...
Fig. 7. The MSE as a function of the pilot power of a SIMO system with $N_r = 2, 20, 100$ antennas respectively, for 3 different sum power constraints (200 mW, 225 mW and 250 mW). As the number of antennas increases, the optimal pilot power increases.

depends on the path loss between the MS and the BS. For example, with 1000 antennas at the BS, around 80% of the power budget must be spent on the pilot signal for a MS experiencing 70 dB path loss, while for a MS at around 45 dB, the MS can afford to spend 95% of the power budget on pilot signaling.

On the other hand, as shown in Figure 11, when the pilot-to-data power ratio is set optimally, the resulting minimum MSE is less sensitive to the path loss, when the number of antennas grows large. For example, with $N_r = 20$ antennas, the minimal MSE grows from around 0.08 to 0.44 as the path loss increases from 46 dB to 70 dB, while with $N_r = 100$ antennas, this increase is from around 0.05 to 0.2.
Fig. 8. Pilot and data power levels that are necessary to maintain predefined MSE targets (0.52, 0.54, 0.56) in a SIMO system with 1, 2, 5 and 20 antennas at the BS. The required pilot-data setting is less sensitive to small changes in the MSE target with increasing number of antennas.

V. CONCLUDING REMARKS

The main contribution of this paper is the derivation of the MSE as the function of the employed pilot and data power levels as well as the number of receive antennas in SIMO OFDM systems. The numerical results provide two key insights. First, as the number of antennas at the base station increases, the MSE is minimized when a larger portion of the total transmit power budget is allocated for pilot transmission. This result is in line with the results from massive MIMO systems that suggest that the required transmit energy per bit vanishes as the number of antennas grows large. Secondly, as the path loss between the MS transmitting the pilot and base station increases, a smaller portion of the power budget needs to be spent on the pilot power. This second effect becomes less pronounced as the number of antennas at the base station increases.
Fig. 9. The MSE as a function of the data power and the distance dependent path loss of a sum power constrained (250 mW) SIMO system with $N_r = 2$ and $N_r = 100$ antennas. For $N_r = 2$, as the path loss increases, the data power level that minimizes the MSE increases. However, this effect is not visible for $N_r = 100$.

Our summary is therefore that the PDPR that minimizes the MSE of the equalized symbols heavily depends on both the number of antennas and the MS position within the cell. An important future work is to investigate multicell systems, in which greater pilot power does not only imply lower available power for data transmission, but also a higher level of pilot contamination [5]. Therefore, our conclusions from the single cell analysis need to be reexamined in multicell systems.
Fig. 10. The ratio of the pilot power that minimizes the MSE when the total power budget is set to 250 mW, as a function of the path loss, for 6 different antenna configurations (2, 20, 50, 100, 500 and 1000 antennas). As the path loss increases, a smaller portion of the power budget needs to be spent on the pilot power, especially with a low number of antennas.

APPENDIX

Proof of Result 2.1: From (10.24)-(10.28) of [7] it follows that \( \hat{h} | h \) complex normal distributed with the following mean and covariance:

\[
E(\hat{h} | h) = E(\hat{h}) + C_{\hat{h}, h} C_{h, h}^{-1} (h - E(h)) = h.
\]

\[
C_{\hat{h} | h} = C_{\hat{h}, \hat{h}} - C_{\hat{h}, h} C_{h, h}^{-1} C_{\hat{h}, h} = \mathbf{R} - C = C_w.
\]

Proof of Result 2.2: Similarly, \( h | \hat{h} \) is complex normal distributed with the following mean and covariance

\[
E(h | \hat{h}) = E(h) + C_{h, \hat{h}} C_{\hat{h}, \hat{h}}^{-1} (\hat{h} - E(\hat{h})) = C R^{-1} \hat{h}.
\]
Fig. 11. The minimum MSE value that can be reached by optimal pilot power setting, as a function of the path loss, for 6 different antenna configurations (2, 20, 50, 100, 500, 1000 antennas). As the number of antennas increases, a close to zero MSE can be ensured for a much greater range of path loss values than with a few antennas.

\[ C_{h|h} = C_{h,h} - C_{h,h} C_{h,h}^{-1} C_{h,h} = C - CR^{-1}C. \]

**Proof of Result 2.3:** Having \( y = \alpha \sqrt{P} h x + n \) the mean square error of the equalized symbols, given a specific set of realizations \( h \) and \( \hat{h} \) can be calculated as:

\[
\text{MSE}(h, \hat{h}) = \mathcal{E}_{x,n} \left\{ |Gy - x|^2 \right\} = \\
= \mathcal{E}_{x,n} \left\{ \left| \underbrace{(G\alpha \sqrt{P}h - 1)x + Gn}_{a} \right|^2 \right\}
\]

using \(|a + b|^2 = (a + b)(a^H + b^H) = aa^H + ab^H + a^Hb + bb^H\) we further have
MSE \( (h, \hat{h}) = \)
\[
= \mathcal{E}_{x,n} \left\{ ( (G \alpha \sqrt{P} h - 1)x)((G \alpha \sqrt{P} h - 1)^H x) \right\} + \\
+ \mathcal{E}_{x,n} \left\{ ( (G \alpha \sqrt{P} h - 1)x)(Gn)^H \right\} + \\
+ \mathcal{E}_{x,n} \left\{ Gn((G \alpha \sqrt{P} h - 1)x)^H \right\} + \\
+ \mathcal{E}_{x,n} \left\{ Gn(Gn)^H \right\} = \\
= (G \alpha \sqrt{P} h - 1) \mathcal{E}_{x,n}\{x^H\}(G \alpha \sqrt{P} h - 1)^H + \\
+ (G \alpha \sqrt{P} h - 1) \mathcal{E}_{x,n}\{x\} \mathcal{E}_{x,n}\{n^H\}G^H + \\
+ G \mathcal{E}_{x,n}\{n\} \mathcal{E}_{x,n}\{x\}(G \alpha \sqrt{P} h - 1)^H + \\
+ G \mathcal{E}_{x,n}\{nn^H\}G^H = \\
= \left| Gh \alpha \sqrt{P} - 1 \right|^2 + \sigma^2 GG^H
\]
\[
\text{MSE}\left( h, \hat{h} \right) = \\
= \left| \text{G} h \alpha \sqrt{P} - 1 \right|^2 + \sigma^2 \text{GG}^H = \\
= ( \text{G} h \alpha \sqrt{P} - 1 ) \cdot ( \text{G} h \alpha \sqrt{P} - 1 )^H + \sigma^2 \text{GG}^H = \\
= ( \text{G} h \alpha \sqrt{P} - 1 ) \cdot ( h^H \text{G}^H \alpha \sqrt{P} - 1 ) + \sigma^2 \text{GG}^H = \\
= \text{G} \text{h}^H \text{G}^H \alpha^2 P - \text{G} h \alpha \sqrt{P} - h^H \text{G}^H \alpha \sqrt{P} + \\
+ 1 + \sigma^2 \text{GG}^H = \\
= \left| \text{G} \right|^2 \alpha^2 P - \alpha \sqrt{P} \left( \text{G} h + h^H \text{G}^H \right) + \\
+ 1 + \sigma^2 \text{GG}^H = \\
= \left| \text{G} \right|^2 \alpha^2 P - \alpha \sqrt{P} \cdot 2 \text{Re} \left( \text{G} \right) + 1 + \sigma^2 \text{GG}^H = \\
= \text{G} \text{h}^H \text{G}^H \alpha^2 P - 2 \text{Re} \left[ \text{G} h \right] \alpha \sqrt{P} + \sigma^2 \text{GG}^H + 1.
\]

**Proof of Result 2.4:** We can compute \( \mathcal{E}_{h|\hat{h}} \left\{ \text{MSE}\left( h, \hat{h} \right) \right\} \) based on the conditional distribution given in (5):

\[
(h|\hat{h}) \sim \mathcal{CN}(D\hat{h}, Q).
\]

Recall that for a complex random vector \( X \):

\[
\mathcal{E}(|X|^2) = \mathcal{E}(XX^H) = \text{Cov}(X) + \mathcal{E}(X)\text{E}(X)^H.
\]

Consequently,

\[
\mathcal{E}\{h|\hat{h}\} = D\hat{h} \text{ and } \mathcal{E}\{hh^H|\hat{h}\} = D\hat{h}^H D^H + Q.
\]
The expectation reads as:

\[
\text{MSE}\left(\hat{h}\right) = \mathcal{E}_{h|\hat{h}}\left\{\text{MSE}\left(h, \hat{h}\right)\right\} \\
= \mathcal{E}_{h|\hat{h}}\left\{Gh\hat{h}^HG^H\alpha^2P\right\} - \mathcal{E}_{h|\hat{h}}\left\{2\alpha\sqrt{P}\text{Re}\left[Gh\right]\right\} + \\
+ \sigma^2GG^H + 1 = \\
= GE_{h|\hat{h}}\left\{hh^H\right\}G^H\alpha^2P - 2\alpha\sqrt{P}\text{Re}\left[GE_{h|\hat{h}}\{h\}\right] + \\
+ \sigma^2GG^H + 1 = \\
= G(D\hat{h}\hat{h}^HD^H + Q)G^H\alpha^2P - 2\alpha\sqrt{P}\text{Re}\left[GD\hat{h}\right] + \\
+ \sigma^2GG^H + 1 = \\
= G\left(\alpha^2P(D\hat{h}\hat{h}^HD^H + Q) + \sigma^2I\right)G^H - \\
- 2\alpha\sqrt{P}\text{Re}\left[GD\hat{h}\right] + 1.
\]

\[\Box\]

Proof of Lemma 1: From (7) we have

\[
G\left(\alpha^2P\hat{h}\hat{h}^H + \sigma^2I\right) = \alpha\sqrt{P}\hat{h}^H,
\]

whose solution for \(G\) is (10). To show this, we substitute (10) into the left hand side of (14) and
obtain
\[
\frac{\alpha \sqrt{P}}{\|\hat{h}\|^2 \alpha^2 P + \sigma^2} \hat{h}^H \left( \alpha^2 P \hat{h} \hat{h}^H + \sigma^2 I \right) =
\]
\[
\frac{\alpha \sqrt{P}}{\|\hat{h}\|^2 \alpha^2 P + \sigma^2} \alpha^2 P \|\hat{h}\| \hat{h}^H + \frac{\alpha \sqrt{P}}{\|\hat{h}\|^2 \alpha^2 P + \sigma^2} \sigma^2 \hat{h}^H I =
\]
\[
\alpha \sqrt{P} \left( \frac{\alpha^2 P \|\hat{h}\|^2}{\|\hat{h}\|^2 \alpha^2 P + \sigma^2} \hat{h}^H + \frac{\sigma^2}{\|\hat{h}\|^2 \alpha^2 P + \sigma^2} \hat{h}^H \right) =
\]
\[
\alpha \sqrt{P} \hat{h}^H ,
\]
which is indeed the right hand side of (14).

Proof of Lemma 2: To simplify the notation we introduce $z$ such that

\[
G = \frac{\alpha \sqrt{P}}{\|\hat{h}\|^2 \alpha^2 P + \sigma^2} \hat{h}^H = z \hat{h}^H
\]

Substituting this into (9) and using $D = d I$, $Q = q I$ yields (since $d \in \mathbb{R}^+$):

\[
\text{MSE} \left( \hat{h} \right) =
\]
\[
= z \hat{h}^H \left[ \alpha^2 P \left( d \hat{h} \hat{h}^H d I + q I \right) + \sigma^2 I \right] z \hat{h} -
\]
\[
- 2 \alpha \sqrt{P} \text{Re} \left\{ z \hat{h}^H d I \hat{h} \right\} + 1 =
\]
\[
= z \hat{h}^H \left[ \alpha^2 P \left( d^2 \hat{h} \hat{h}^H + q I \right) + \sigma^2 I \right] z \hat{h} -
\]
\[
- 2 \alpha \sqrt{P} \text{Re} \left\{ z d \hat{h}^H \hat{h} \right\} + 1 =
\]
\[ z^2 \alpha^2 P d^2 \hat{h} H \hat{h} H \hat{h} + z^2 \alpha^2 P q \hat{h} H \hat{h} + z^2 \sigma^2 \hat{h} H \hat{h} - 2 \alpha \sqrt{P} \text{Re} \left\{ zd \| \hat{h} \| ^2 \right\} + 1 = \\
= z^2 \alpha^2 P d^2 \| \hat{h} \| ^2 \| \hat{h} \| ^2 + z^2 \alpha^2 P q \| \hat{h} \| ^2 + z^2 \sigma^2 \| \hat{h} \| ^2 - 2 \alpha \sqrt{P} zd \| \hat{h} \| ^2 + 1 = \\
= z^2 \| \hat{h} \| ^2 \left( \alpha^2 P d^2 \| \hat{h} \| ^2 + \alpha^2 P q + \sigma^2 \right) - 2 \alpha \sqrt{P} zd \| \hat{h} \| ^2 + 1 , \\
\]

which is equivalent with (11).

Proof of Theorem 1: To shorten the notation we introduce \( Y = \| \hat{h} \| ^2 \), \( p = \alpha^2 P \) and \( b = qp + \sigma^2 \) and rewrite (11) with these notations.

\[ \text{MSE}(\hat{h}) = \\
= d^2 p \frac{p Y^2}{(\sigma^2 + p Y)^2} + b \frac{p Y}{(\sigma^2 + p Y)^2} - 2 d \frac{p Y}{\sigma^2 + p Y} + 1. \]

Next, we observe that MSE(\( \hat{h} \)) depends on \( \hat{h} \) only through \( \| \hat{h} \| ^2 \) and \( \| \hat{h} \| ^4 \). Since \( \hat{h} \) is a complex normal random variable, we know that \( \| \hat{h} \| \) is Rayleigh distributed and \( Y = \| \hat{h} \| ^2 \) follows the Gamma distribution with probability density function:

\[ f_Y(x) = \frac{2^{-N_r} e^{-\frac{x}{2}} \rho^{-2N_r} x^{N_r-1}}{(N_r - 1)!} \quad x > 0, \]

where \( N_r \) is the number of receive antennas and we recall that \( C = \rho I \). Theorem 1 follows from
averaging (15) according to the density function (16):

\[
\mathcal{E}\{\text{MSE}\} = d^2 p \int_{x=0}^{\infty} \frac{p x^2}{(a + px)^2} f_Y(x) dx + b \int_{x=0}^{\infty} \frac{px}{(a + px)^2} f_Y(x) dx - 2d \int_{x=0}^{\infty} \frac{px}{a + px} f_Y(x) dx + 1.
\]
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