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Abstract - This paper develops infinite impulse response (IIR) lattice structures based on two widely known blind equalization algorithms, which are the multi-modulus algorithm (MMA) and the constant modulus algorithm (CMA). The motivation for doing so is that generally for algorithms to achieve the same performance, an IIR filter requires fewer coefficients than its corresponding finite impulse response (FIR) counterpart. Moreover, the monitoring of the stability of an IIR lattice filter is simpler and less computationally complicated than that of the direct-form IIR filter. Computer simulations that compare the IIR lattice-based blind equalization algorithm with the corresponding FIR transversal algorithms and FIR-based lattice algorithms demonstrate that the former is especially suitable for equalizing channels, yielding inter-symbol interference (ISI) that mostly results from the post-cursor term.
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I. INTRODUCTION

Linear filters may be classified into finite impulse response (FIR) and infinite impulse response (IIR) filters, which are characterized by finite memory and infinitely long memory, respectively. In this paper, the tap inputs (or observations) x(n) and tap weights w_m(n) are complex valued for m = 0, 1, ⋯, N. The transversal filter produces an overall filter output y(n), which is an estimate of the transmitted signal s(n),

\[ y(n) = \sum_{m=0}^{N} w_m^*(n)x(n-m) \]  \hspace{1cm} (1)

where the asterisk denotes complex conjugation; (N+1) is the filter length and the tap weights w_m(n), will be adjusted to minimize the mean-squared error (MSE) \( E[|e(n)|^2] = E[|s(n) - y(n)|^2] \), where s(n) is the transmitted signal. In some applications, an equalizer must be capable of “blind” adaptation since s(n) is unknown to the receiver. Blind adaptation algorithms are well known to exploit some known statistical property of the transmitted signal s(n) to eliminate channel distortion.

This paper develops two novel blind equalization algorithms. They are an IIR lattice-based multi-modulus algorithm (MMA) (referred to as the IIR lattice MMA) and an IIR lattice-based constant modulus algorithm (CMA) (referred to as the IIR lattice CMA). A primary advantage of the IIR lattice filter is that the monitoring of its stability is simpler and less computationally complicated than that of the direct-form IIR filter, because the IIR lattice filter is stable provided that the reflection coefficients \( k_m(n) \) satisfy the condition \(|k_m(n)| < 1, 1 < m < N \) [1], [2]. Computer simulations are also conducted to compare the proposed IIR lattice MMA with its FIR transversal and FIR lattice counterparts.

II. BLIND EQUALIZATION USING FIR LATTICE MMA AND FIR LATTICE CMA

The FIR lattice structure of prediction-error filter in Fig. 1 may be implemented by using [3]

\[ f_m(n) = f_{m-1}(n) + k_m(n)b_{m-1}(n-1) \]  \hspace{1cm} (2)

\[ b_m(n) = b_{m-1}(n-1) + k_m(n)f_{m-1}(n) \]  \hspace{1cm} (3)

where \( k_m(n) \) is the m-th stage reflection coefficient; \( f_m(n) \) and \( b_m(n) \) are the m-th order forward and backward prediction errors, respectively, for \( m = 1, 2, \cdots, N \), and N is the final prediction order. In the special case in which \( m = 0 \), the initial conditions are set to \( b_0(n) = f_0(n) = x(n) \). The m-th order reflection coefficient may be updated using [3]

\[ k_m(n+1) = k_m(n) - \frac{(\mu / \varepsilon_{m-1}(n)) \cdot [f^*_m(n)b_m(n) + b^*_m(n-1)f^*_m(n)]}{\varepsilon_{m-1}(n)+\rho \cdot \varepsilon_{m-1}(n-1) + (1-\rho) \cdot \varepsilon_{m-1}(n-1) + \varepsilon_{m-1}(n-1)} \]  \hspace{1cm} (4)

where \( \mu \) is the step size and \( \varepsilon_{m-1}(n) = \rho \cdot \varepsilon_{m-1}(n-1) \), and \( \rho \) is a constant in the range \( 0 < \rho < 1 \). Lattice realizations have been demonstrated to be able to accelerate the rate of convergence in equalizers because a lattice structure transforms the correlated tap inputs \( x(n), x(n-1), \cdots, x(n-N) \) into uncorrelated backward prediction errors \( b_0(n), b_1(n), \cdots, b_N(n) \) [3], [4], owing to the removal of the redundancies that are associated with \( x(n) \). The filter output \( y(n) \) in (1) may also be expressed as

\[ y(n) = \sum_{m=0}^{N} g_m(n)b_m(n) \]  \hspace{1cm} (5)

where \( g_m(n) \) are the regression coefficients. The regression coefficients \( g_m(n) \) of the FIR lattice MMA and the FIR lattice CMA that are presented in Fig. 1 may be updated according to the stochastic gradient descent (SGD) method by minimizing the MMA and the CMA cost functions (derivations have been omitted owing to space limitations), respectively, as follows

\[ g_m(n+1) = g_m(n) - (\mu / \varepsilon_{m-1}(n)) \cdot [\psi_y^*(n) \cdot \psi_y(n) - \rho R] \]

\[ - j \psi_y^*(n) \cdot [\psi_y(n) - \rho \psi_y^*(n)] \cdot b_m(n) \]  \hspace{1cm} (6)
\[ g_m(n+1) = g_m(n) - (\mu / \delta_s^2(n)) \cdot \{ y^*(n) \cdot [y(n)^2 - R_s] \} \cdot b_m(n) \]  
\[ \text{where } R_s \triangleq \mathbb{E}[s(n)^2] / \mathbb{E}[s(n)^2], \quad \rho_s \triangleq \mathbb{E}[s(n)/s(n)] \text{ and } \rho_t \triangleq \mathbb{E}[s_i(n)/s_i(n)] \text{ in which } s_n(n) \text{ and } s_i(n) \text{ are the real and imaginary parts of } s(n), \text{ respectively}; \delta_s^2(n) \text{ in (6) and (7) is power estimate for the } m\text{-th order backward prediction error, which may be updated according to} \]
\[ \delta_s^2(n) = \rho \cdot \delta_s^2(n-1) + (1- \rho) \cdot b_s^2(n). \]

III. BLIND EQUALIZATION USING IIR LATTICE MMA

The IIR lattice filter may be obtained by rewriting the forward prediction error of the FIR lattice in (2) such that the \( m\)-th order IIR lattice realization of the prediction-error filter at time \( n \), displayed in Fig. 2, may be written as \([1], [5], [6]\)

\[
f_{m,-1}(n) = f_m(n) - k_{m,-1}(n) \cdot b_{m,-1}(n-1) \]
\[
b_{m}(n) = b_{m,-1}(n-1) + k_{m}(n) \cdot f_{m,-1}(n) \]

where
\[
b_m(n) = f_m(n) \]
\[
f_m(n) = x(n) \]

The overall filter output \( y(n) \) is the sum of the backward prediction errors weighted by the regression coefficients \( v_n(n) \) for \( m = 0, 1, \ldots, N \),

\[ y(n) = \sum_{n=0}^{N} v^*_n(n) \cdot b_m(n) \]

If \( y^*_n(n) \) and \( y_m(n) \) denote the real and imaginary parts of \( y(n) \), respectively, then the MMA cost function may be expressed as \([7]-[9]\)

\[
J_{\text{MMA}}(n) \triangleq \mathbb{E}[[y^*_n(n) - \rho_x] + (y_m(n) - \rho_y)^2] \]

The optimum reflection coefficients \( k_n(n), 1 \leq m \leq N \), and the optimum regression coefficients, \( v_n(n), 0 \leq m \leq N \), presented in Fig. 2 using the MMA, may be updated according to the MMA method by minimizing the MMA cost function in (14). The SGD adjustment for the reflection coefficients can be developed as \( k_{n}(n+1) = k_{n}(n) - \mu \cdot \partial J_{\text{MMA}}(n) / \partial k_n(n) \), where \( \partial J_{\text{MMA}}(n) / \partial k_n(n) = \mathbb{E}[[y^*_n(n) - \rho_x] \cdot [2 \cdot y_m(n) \cdot \{ \frac{\partial y_n^*(n)}{\partial k_n^1(n)} + \frac{\partial y_n^*(n)}{\partial k_n^2(n)} \} - [2 \cdot y_m(n) \cdot \{ \frac{\partial y_m(n)}{\partial k_n^1(n)} + \frac{\partial y_m(n)}{\partial k_n^2(n)} \}]] \)

Defining \( \psi_n(n) \triangleq \partial y_n^*(n) / \partial k_n^1(n) \) and \( \phi_n(n) \triangleq \partial y_m(n) / \partial k_n^2(n) \) yields \( k_{n}(n+1) = k_{n}(n) - \mu \cdot \{ y^*_n(n) \cdot [\partial y_n^*(n) / \partial \psi_n(n)] + y_m(n) \cdot [\partial y_m(n) / \partial \phi_n(n)] \} \)

\[
+ j \cdot y_m(n) \cdot [y^*_n(n) - \rho_x] \cdot [\psi_n(n) + \phi_n(n)] \]

(15)

Notably, the expected value, \( \mathbb{E}[\cdot] \), was ignored in the above derivation. To compute (15), both \( \psi_n(n) \) and \( \phi_n(n) \) need to be firstly computed as follows

\[ \psi_n(n) \triangleq \frac{\partial y_n^*(n)}{\partial k_n^1(n)} = \sum_{i=0}^{N} v^*_n(n) \cdot b_m^*(n); \quad m = 1, \ldots, N \]

where \( \beta_m^*(n) \triangleq \partial b_m(n) / \partial k_n^2(n) \). If the filter is assumed to adapt at a slow enough rate for a small value of \( N \), then the following approximation may be justified \([3]\):

\[
\frac{\partial J_{\text{MMA}}(n+1)}{\partial \psi_n(n)} = \frac{\partial J_{\text{MMA}}(n+1)}{\partial \beta_m(n)} = \frac{\partial J_{\text{MMA}}(n+1)}{\partial \phi_n(n)} \]

which may be expressed as

\[
\beta_m^*(n) = \left\{ \begin{array}{ll}
\beta_{m+1}(n-1) - k_{m+1}(n) \alpha_{n-1}(n); & m \neq i \\
\beta_{m+1}(n-1) - k_{m+1}(n) \alpha_{n-1}(n) + f_{m+1}(n); & m = i, \\
\alpha_{n-1}(n); & i = 0
\end{array} \right.
\]

in which

\[ \alpha_{n-1}(n) \triangleq \frac{\partial y_n^*(n)}{\partial k_n^1(n)} = \alpha_{m+1}(n) - k_{m+1}(n) \beta_m(n) \]

Similarly, \( \phi_n(n) \) may be computed by

\[ \phi_n(n) \triangleq \frac{\partial y_m(n)}{\partial k_n^2(n)} = \sum_{i=0}^{N} v^*_n(n) \cdot \beta_m(n); \quad m = 1, \ldots, N \]

(17)

where

\[ \beta_{m-1}(n) \triangleq \frac{\partial y_m(n)}{\partial k_n^2(n)} = \left\{ \begin{array}{ll}
\beta_{m+1}(n-1) - k_{m+1}(n) \alpha_{n-1}(n); & m \neq i \\
\beta_{m+1}(n-1) - k_{m+1}(n) \alpha_{n-1}(n) - k_{m+1}(n) - b_i(n-1); & m = i + 1 \\
\alpha_{n-1}(n) - k_{m+1}(n) \beta_{m+1}(n-1) - b_i(n-1); & m = i + 1
\end{array} \right.
\]

To the best of the authors’ knowledge, (16) and (17) in complex form have not be developed before, and \([5], [10]\) only derived real versions of (16) and (17). Equation (15) can therefore be computed by using \( \psi_n(n) \) and \( \phi_n(n) \).

The MMA cost function is now used to compute the gradient of each regression coefficients whose SGD parameterization adjustment can be developed as \( v_n(n+1) = v_n(n) - \mu \cdot \partial J_{\text{MMA}}(n) / \partial v_n(n) \), where \( \partial J_{\text{MMA}}(n) / \partial v_n(n) = \mathbb{E}[[2 \cdot y_m(n) \cdot [y^*_n(n) - \rho_x] - [2 \cdot y_m(n) \cdot [y^*_n(n) - \rho_x]] \]

Consequently, we obtain

\[ v_n(n+1) = v_n(n) - \mu \cdot \{ y^*_n(n) \cdot [y^*_n(n) - \rho_x] - j \cdot y_m(n) \cdot [y^*_n(n) - \rho_x] + j \cdot y_m(n) \cdot [y^*_n(n) - \rho_x] \}

(18)

To maintain the same adaptive time constant and misadjustment across all stages in the lattice structure, the step size \( \mu \) must be normalized by the power level in each stage \([5], [11]\). The normalized version of (15) and (18) may be written, respectively, as

\[ k_n(n+1) = k_n(n) - \mu / \sigma^2(n) \cdot \{ y^*_n(n) \cdot [y^*_n(n) - \rho_x] \cdot \psi_n(n) + \phi_n(n) \]

\[ + j \cdot y_m(n) \cdot [y^*_n(n) - \rho_x] \cdot [\psi_n(n) + \phi_n(n)] \]

(19)

\[ v_n(n+1) = v_n(n) - \mu / \sigma^2(n) \cdot \{ y^*_n(n) \cdot [y^*_n(n) - \rho_x] - j \cdot y_m(n) \cdot [y^*_n(n) - \rho_x] \cdot \psi_n(n) + \phi_n(n) \]

\[ - j \cdot y_m(n) \cdot [y^*_n(n) - \rho_x] \cdot [\psi_n(n) + \phi_n(n)] \cdot b_m(n) \]

(20)

where \( \sigma^2(n) \) is an estimate of the total power (sum of both forward and backward prediction error powers) in the \( m\)-th stage for \( k_n(n) \), while \( \sigma^2(n) \) is merely the backward prediction error power estimated in the \( m\)-th stage for \( v_n(n) \).
Both $\gamma^2_m(n)$ and $\sigma^2_m(n)$ may be updated, respectively, as follows:

$$\gamma^2_m(n) = \rho \cdot \gamma^2_m(n-1) + (1 - \rho) \left[ b^2_m(n-1) + f^2_m(n) \right]$$  \hspace{1cm} (21)$$

$$\sigma^2_m(n) = \rho \cdot \sigma^2_m(n-1) + (1 - \rho) b^2_m(n)$$  \hspace{1cm} (22)$$

IV. BLIND EQUALIZATION USING IIR LATTICE CMA

The optimum reflection coefficients and the optimum regression coefficients obtained using the CMA, presented in Fig. 2, may be similarly obtained using the SGD method to minimize the CMA cost function, $J_{CMA} = (1/2) \cdot E[|y(n)|^2 - R_2]^2$, as follows [12]-[14]. First, an SGD parameterization adjustment for the reflection coefficients can be developed as

$$k_m(n+1) = k_m(n) - \mu \cdot \frac{\partial J_{CMA}(n)}{\partial k_m(n)} = E[|y(n)|^2 - R_2] \cdot b_m(n) \cdot y(n) \cdot \phi_m(n)$$ \hspace{1cm} (23)$$

Notably, $\psi_m(n)$ and $\phi_m(n)$ in (23) can also be computed using (16) and (17), respectively. Similarly, the CMA cost function can be utilized to compute the gradient for the regression coefficients. An SGD adjustment can be developed as

$$v_m(n+1) = v_m(n) - \mu \cdot \frac{\partial J_{CMA}(n)}{\partial v_m(n)} = E[|y(n)|^2 - R_2] \cdot b_m(n) \cdot y(n)$$ \hspace{1cm} (24)$$

The normalized version of (23) and (24) may be written, respectively, as

$$k_m(n+1) = k_m(n) - \mu \cdot \frac{\partial J_{CMA}(n)}{\partial \gamma^2_m(n)} = E[|y(n)|^2 - R_2] \cdot \gamma^2_m(n) \cdot \psi_m(n)$$ \hspace{1cm} (25)$$

$$v_m(n+1) = v_m(n) - \mu \cdot \frac{\partial J_{CMA}(n)}{\partial \sigma^2_m(n)} = E[|y(n)|^2 - R_2] \cdot \sigma^2_m(n) \cdot \phi_m(n)$$ \hspace{1cm} (26)$$

V. COMPUTER SIMULATIONS

The blind equalization performances of the conventional FIR transversal MMA, the FIR lattice MMA, and the proposed IIR lattice MMA were compared using three channels. The source symbols were taken from the 16-QAM constellation and white Gaussian noise was also added so that the final signal-to-noise ratio (SNR) was 30dB. The tap weights of the FIR transversal MMA and the regression coefficients (RCs) of both the FIR lattice MMA and the IIR lattice MMA were initialized by setting the central tap weight (or central regression coefficient) to unity and the other weights (regression coefficients) to zero. The initial total power (sum of both forward and backward prediction error powers) for both the IIR lattice MMA and the IIR lattice MMA were set to $\gamma^2_m(0) = \gamma^2_m(0) = 20$ for $m = 1, \cdots, N$, while the initial power for both IIR lattice and FIR lattice backward prediction errors were set to $\sigma^2_m(0) = \sigma^2_m(0) = 10$ for $m = 0, \cdots, N$. As the ensemble-averaged mean-squared error (MSE) in dB from 100 independent runs, approximated as $10 \cdot \log E[|y(n) - s(n)|^2]$ (dB), was used as the index of the blind equalization performance of each of the three algorithms.

Channel 1 is defined as $x(n) = s(n) + 0.9s(n-1)$, as proposed by [15]. Figure 3 displays the ensemble-averaged MSE of the three algorithms when Channel 1 was used. The IIR lattice MMA, with only three RCs yielded a faster convergence and smaller steady-state MSE than either the FIR transversal MMA (with 25 taps) or the FIR lattice MMA (with 31 RCs). Notably, the FIR transversal MMA was not even able sufficiently to open eye with 25 taps.

Channel 2 is a three-ray multi-path channel that was proposed by [16], given by

$$c_2(n) = p(n, \beta) \cdot W(n) + 0.8 \cdot p(n - 0.25T, \beta) \cdot W(n - 0.25T)$$

$$- 0.4 \cdot p(n - 2T, \beta) \cdot W(n - 2T)$$

where $p(n, \beta)$ is a raised roll-off cosine pulse with the roll-off factor $\beta = 0.11$, and $W(t)$ is a rectangular truncation window spanning [-3T, 3T]. The sampling frequency was chosen to double the baud rate $1/T$ and the oversampled channel may be divided into two discrete FIR sub-channels, Sub-channel 1 (odd) and Sub-channel 2 (even), as displayed in Fig. 4. In the computer simulations, the outputs of both sub-channels were then rotated by 40° before being processed by the three blind equalizers because the MMA is known to allow simultaneous joint blind equalization and carrier phase recovery (with a multiple of 90° phase ambiguity) [9]. Figure 5 presents the ensemble-averaged MSE of the three algorithms when Sub-channel 1 was used. For a given same steady-state MSE, the IIR lattice MMA using five RCs converges faster than either the FIR transversal MMA (with 11 taps) or the FIR lattice MMA (with 11 RCs).

Figure 6 displays the ensemble-averaged MSE obtained using the three algorithms when Sub-channel 2 was used. All three algorithms used 21 taps. In contrast to results of the simulation presented in Fig. 5, Fig. 6 reveals that the IIR lattice MMA outperformed the other two FIR algorithms, probably because the IIR lattice structure, which may be used as a feedback filter in a decision feedback equalization (DFE) structure, is especially effective at equalizing a combined channel-equalizer impulse response with large post-cursor terms. In a conventional DFE, the combined channel-forward equalizer impulse response is given by

$h = [h_d, h_{d-1}, h_s, h_{s-1}, \cdots, h_{N_s}]$, where $d$ denotes the system delay and $N_s$ is combined channel-equalizer length; $[h_d, h_{d-1}]$ are referred to as the pre-cursor terms (designed to be cancelled by the feedback filter) and $[h_s, \cdots, h_{N_s}]$ are the post-cursor terms (designed to be cancelled by the feedback filter) [17]. The DFE structure has been established to be suited to channels for which most part of the ISI results from the post-cursor of the impulse response, since the feedback filter in the DFE is chosen to cancel the post-cursor
From the simulation results, the IIR lattice MMA, which may be used as a feedback filter in a DFE structure, appears to be better suited to channels that yield ISI that is dominated by the post-cursor term. However, since Sub-channel 2 yields ISI that is dominated by the pre-cursor term, the IIR lattice MMA no longer outperforms both the FIR transversal MMA and FIR lattice MMA in terms of MSE. This distinct feature of using the IIR structure explains why the IIR lattice MMA needed only three RCs to achieve both faster convergence and a smaller steady-state MSE than the IIR lattice MMA needed only three RCs to achieve both faster convergence and a smaller steady-state MSE than the IIR lattice MMA could achieve using either the FIR transversal MMA (with 25 taps) or the FIR lattice MMA (with 31 RCs) when Channel 1 was used. Notably, Channel 1 represents an extreme scenario in which the pre-cursor term is zero.

Let \( c_i(n) \) be a modified version of \( c_2(n) \) that is a 4-ray multi-path channel that is given by

\[
c_i(n) = p(n, \beta) \cdot W(n) + 0.8 \cdot p(n - 0.25T, \beta) \cdot W(n - 0.25T) + 0.6 \cdot p(n - T, \beta) \cdot W(n - T) - 0.4 \cdot p(n - 2T, \beta) \cdot W(n - 2T)
\]

Channel 3 results from \( c_i(n) \) followed by a rotation of 40°. Figure 7 plots the magnitude of its impulse response. Clearly, the amount of ISI that results from the post-cursor term when Channel 3 is adopted exceeds that when Sub-channel 1 is adopted, as shown in Fig. 4. Consequently, the IIR lattice MMA easily outperformed both the FIR transversal MMA and the FIR lattice MMA, both of which required the use of more taps (or RCs) to reduce the MSE. The simulation results that are displayed in Fig. 8 indicate that the IIR lattice MMA with only five RCs converged faster than the other two algorithms with 31 taps (or 31 RCs).

VI. CONCLUSION

This paper presents two novel IIR lattice-based blind equalization algorithms. Simulation results reveal that the IIR lattice MMA is highly suited to equalizing channels, yielding ISI that is dominated by the post-cursor term. As a result, the IIR lattice MMA with fewer regression coefficients may achieve faster convergence as well as a smaller steady-state MSE than those achieved by either the FIR lattice MMA or FIR transversal MMA. This advantage also pertains to the use of a feedback filter in a DFE structure to cancel the post-cursor term of the combined impulse response of the channel and the feed-forward equalizer.
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Fig. 2. IIR lattice-based structure for MMA and CMA

Fig. 3. Performance evaluation of the three algorithms using Channel 1

Fig. 4. Magnitude of the impulse response of Sub-channel 1 and Sub-channel 2

Fig. 5. Performance evaluation of the three algorithms using Sub-channel 1

Fig. 6. Performance evaluation of the three algorithms using Sub-channel 2

Fig. 7. Magnitude of the impulse response of Channel 3

Fig. 8. Performance evaluation of the three algorithms using Channel 3