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Abstract: The existing short-term traffic flow prediction models fail to provide precise prediction
results and consider the impact of different traffic conditions on the prediction results in an actual
traffic network. To solve these problems, a hybrid Long Short–Term Memory (LSTM) neural network
is proposed, based on the LSTM model. Then, the structure and parameters of the hybrid LSTM neural
network are optimized experimentally for different traffic conditions, and the final model is compared
with the other typical models. It is found that the prediction error of the hybrid LSTM model is
obviously less than those of the other models, but the running time of the hybrid LSTM model is only
slightly longer than that of the LSTM model. Based on the hybrid LSTM model, the vehicle flows
of each road section and intersection in the actual traffic network are further predicted. The results
show that the maximum relative error between the actual and predictive vehicle flows of each road
section is 1.03%, and the maximum relative error between the actual and predictive vehicle flows of
each road intersection is 1.18%. Hence, the hybrid LSTM model is closer to the accuracy and real-time
requirements of short-term traffic flow prediction, and suitable for different traffic conditions in the
actual traffic network.

Keywords: short-term traffic flow prediction; Recurrent Neural Network (RNN); Long Short-Term
Memory (LSTM); hybrid LSTM

1. Introduction

With the continuous expansion of urban size, the scale of urban traffic network is growing,
and the number of vehicles is also increasing. As a result, traffic congestion has gradually evolved
into an unavoidable problem. It is necessary to predict the short-term traffic flow of the traffic
network precisely and guide the traffic based on the prediction results, so as to enhance people’s
travel experience, alleviate the traffic congestion problem, and provide a good decision support for the
government to carry out the planning and construction of public traffic infrastructure.

At present, researchers have proposed many traffic flow prediction models, which are mainly
divided into the following two categories. One is the type of models based on mathematical and
physical methods, the other is the type of models based on simulation technology, neural network,
fuzzy control, and other modern scientific and technological methods. The former mainly includes
historical average method, parametric regression model, Auto Regressive Integrated Moving Average
(ARIMA) model, Kalman filtering model, exponential smoothing model, etc. [1–7] (see Section 2).
The latter mainly includes non-parametric regression model, spectral analysis method, wavelet neural
network, complex prediction models combined with various intelligent algorithms, etc. [8–21] (see
Section 2). In addition, there are many other prediction models, such as the Markov model, Deep Belief
Network (DBN), etc. [22–29] (See Section 2). In order to obtain dependent relationship among sequence
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data, Boon-Hee Soong et al. [30] suggested using a Long Short–Term Memory (LSTM) model to predict
traffic flow. However, the above prediction models fail to provide precise prediction results and
consider the impact of different traffic conditions on the prediction results in the actual traffic network.

The aim of this paper is the development of a traffic flow prediction model, able to provide
precise prediction results and suitable for different traffic conditions in the actual traffic network.
Based on the LSTM model, we present a hybrid LSTM neural network, and experimentally optimize
its structure and parameters for different traffic conditions. And we further apply the hybrid LSTM
model to the vehicle flow prediction of each road section and intersection in the actual traffic network.
The experimental results indicate that our proposed hybrid LSTM model provides more accurate
prediction results than the other typical models, and suitable for different traffic conditions in the
actual traffic network.

The remainder of this article is organized as follows. Section 2 provides an overview of the existing
solutions for traffic flow prediction models. In Section 3, we provide the rationale of our proposed
hybrid LSTM neural network. Section 4 describes in detail the experimental process. In Section 5, we
present the experimental results, and concludes the paper in Section 6.

2. Related Works

In terms of prediction models based on mathematical and physical methods, Okutani et al. [1]
proposed two models employing Kalman filtering theory for predicting short-term traffic flow. In the
two models, prediction parameters are improved using the most recent prediction error and better
volume prediction on a link, which is achieved by taking into account data from a number of links.
Perera et al. [2] proposed an extended Kalman filter as an adaptive filter algorithm for the estimation
of position, velocity and acceleration that are used for prediction of maneuvering ocean vessel
trajectory. Chen et al. [3] proposed an Autoregressive Integrated Moving Average with Generalized
Autoregressive Conditional Heteroscedasticity (ARIMA-GARCH) model for traffic flow prediction.
The model combines linear ARIMA with nonlinear GARCH, so it can capture both the conditional
mean and conditional heteroscedasticity of traffic flow series. Shen et al. [4] proposed a combination
prediction model including Kalman filter and radial basis function neural network, and introduced
inertia factor to ensure the stability of the hybrid model. Zhu et al. [5] put forward a model that
combines Kalman filter with Support Vector Machine (SVM). The model adopts appropriate forecast
method intelligently in each prediction period by the maximum standards of error sum of squares
and vector cosine of the angle, utilizes the stability of SVM and the real-time nature of Kalman filter,
and takes respective advantages of the two models. Yang et al. [6] combined ARIMA model with
Kalman filter through the error magnitude of predictive results to predict the traffic flow in a road.
Tang et al. [7] developed a hybrid model that combines Double Exponential Smoothing (DES) and
SVM to implement a traffic flow predictor. In the hybrid model, DES is used firstly to predict the future
data, and the smoothing parameters of DES are determined by Levenberg-Marquardt algorithm.

In terms of prediction models based on modern scientific and technological methods such as
simulation technology, neural network and fuzzy control, Li et al. [8] proposed a prediction method of
optimized Back Propagation (BP) neural network based on a modified Particle Swarm Optimization
(PSO) algorithm. By introducing adaptive mutation operator to change positions of the particles with
plunged in the local optimum, the modified PSO was used to optimize the weight and thresholds of
BP neural network, and then the optimized BP neural network was trained to search for the optimal
solution. Liu [9] proposed a model based on the combination of phase reconstruction and Support
Vector Regression (SVR). The parameters of phase reconstruction and SVR are optimized by PSO in this
model. Gao [10] proposed a model based on cuckoo search algorithm and BP neural network. The time
series of short-term traffic flow is reconstructed to form a multidimensional time series based on
chaotic theory, and then the time series are input into BP neural network to find the optimal parameters
of BP neural network based on the cuckoo search algorithm. Zhang et al. [11] introduced boundary
mutation operator and self-adaptive mutation operator called double mutation to optimize network
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configuration parameters based on the traditional BP neural network optimized by PSO. Hou et al. [12]
proposed a prediction algorithm for traffic flow of T-S Fuzzy Neural Network optimized Improved
Particle Swarm Optimization (IPSOTSFNN) to make the algorithm to jump out of local optimum
by using t distribution. Shen et al. [13] presented a model which is based on the wavelet neural
network optimized by Chaos Particle Swarm Optimization (CPSO). In combination of the randomness
and ergodicity of chaos, the particle swarm optimization algorithm is improved to avoid falling into
local optimum. Based on K-means clustering, Zang et al. [14] integrated Elman Neural Network
(Elman-NN) with wavelet decomposition method to characterize the performance comparison of
traffic flow prediction. Minal et al. [15] suggested the application of a neural-fuzzy hybrid method
which brought together the complementary capabilities of both neural networks and fuzzy logic,
and involved the combination of the least square estimation and back propagation. Kumar [16]
used an artificial neural network model with multiple input parameters and developed a variety of
models according to different combinations of input parameters. Yu et al. [17] used the principal
component analysis algorithm to reduce the dimensions of data, and discussed the establishment and
improvement of BP neural network according to the problem of input nodes, initial connection weights
and excitation functions. Zhang et al. [18] established an Elitist Adaptive Genetic Algorithm (EAGA)
by combining Elitist Adaptive Genetic Algorithm (EGA) with Adaptive Genetic Algorithm (AGA),
and then used the EAGA to optimize BP neural network. Zhang et al. [19] presented a method based
on GA-Elman neural network. In this method, the weights and threshold values of the Elman neural
network are optimized by genetic algorithm, so the defect that Elman neural network is susceptible
to falling into local optimum is overcome. Yi et al. [20] suggested a deep learning neural network
based on TensorFlow for real-time traffic flow prediction. Yin et al. [21] analyzed the relationship
between the embedding dimension of phase space reconstruction of traffic flow chaotic time series
and Volterra discrete model, and proposed a method to determine the truncation order and items of
Volterra series. Then, a Volterra neural network traffic flow (VNNTF) time series model was further
proposed, and multi-step prediction experiments based on Volterra prediction filter and BP network
were performed.

In terms of other prediction models, Emilian [22] used a hybrid approach based on variable-order
Markov model to predict traffic flow, and added the average speed of all vehicles passing through
each road section. Surya et al. [23] suggested predicting traffic congestion based on real-time traffic
data of each section, and controlling traffic lights at road intersections. According to the optimal
action selection strategy combined with Markov Decision Process (MDP), the optimal duration of each
traffic light was obtained by calculating the congestion factor at each signal change. Luo et al. [24]
proposed a prediction model which combined DBN with SVR classifier. The prediction model used
DBN model to extract traffic flow characteristics, and then carried traffic flow prediction with SVR in
the top level of the DBN. Zhang [25] used the flaw data collected by the detectors embedded at the
road intersections to obtain clustering patterns based on Fuzzy C-Means (FCM) clustering analysis,
and used the traffic flow at the road intersection of the same pattern to predict the traffic flow at another
road intersection. Rui et al. [26] proposed an algorithm which combined a flow sequence partition and
Extreme Learning Machine (ELM). The algorithm divided the traffic flow into different patterns along
a time dimension by K-means, and then modelled and predicted for each pattern by ELM. Pascale et
al. [27] investigated a statistical method based on the graphical modeling of traffic spatial-temporal
evolution, and then proposed an adaptive Bayesian network where the network topology is changed
following by the non-stationary characteristics of traffic. Wen et al. [28] suggested an adaptive particle
filter algorithm based on confidence interval, which can adaptively adjust the number of particles
according to the state of particles and reduce the quantity of the particle filter algorithm calculation so
as to improve the real time capability. Borkowski [29] proposed a ship motion trajectory prediction
algorithm, which effectively solves the collision problem by data fusion and taking into account
measurements of the ship’s current position from a number of doubled autonomous devices. Shao et
al. [30] used a LSTM model to predict short-term traffic flow, where the dependency relationships of
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series data are fully considered, but the final experimental results show that the Root Mean Square
Error (RMSE) value of prediction is 40.34.

3. Hybrid LSTM Neural Network

Neural networks show great advantages in prediction because of its unique non-linear adaptive
processing ability. Generally, the short-term traffic flow prediction should be based on the previous
several time steps and dependencies between the time series, which is impossible to be finished by
traditional neural networks. Using previous events to infer subsequent events is usually to be done
with Recurrent Neural Network (RNN) [31].

In the process of training neural networks, gradient descent method is usually used to evaluate
the network performance. But in the traditional RNN, the training algorithm is the Back Propagation
Through Time (BPTT). Consequently, if the training time is long, then the residual of the network
needing to be returned will decrease exponentially, leading to the slow renewal of network weights.
That is to say, the traditional RNN appear vanishing gradient problem, which cannot reflect the
effect of long-term memory in practical applications, so a memory block is needed to store memory.
Therefore, a special RNN model was proposed, namely LSTM model [32], which can preserve long-term
dependencies and read any length sequence. And there is no relationship between the number of
neurons and the length of sequences in the LSTM model. However, it can be seen that the LSTM model
meets the real-time requirement of traffic flow prediction, but does not meet the accuracy requirement
of traffic flow prediction [30]. Therefore, we propose a hybrid LSTM neural network based on the
LSTM model in the paper, and optimize the network structure and parameters of the hybrid LSTM
experimentally for different traffic conditions, so that the hybrid LSTM model can satisfy the above
two requirements of traffic flow prediction at the same time.

3.1. Network Structure

To improve the accuracy of short-term traffic flow prediction, a hybrid LSTM neural network
structure is proposed in this paper, as shown in Figure 1.
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In Figure 1, the hybrid LSTM neural network structure consists of one input combination
layer, zero or more intermediate combination layers and one output combination layer. The input
combination layer includes a LSTM layer, an Activation layer and a Dropout layer. The intermediate
combination layer includes a Dense layer, an Activation layer and a Dropout layer. And the output
combination layer includes a Dense layer and an Activation layer. The input of the LSTM layer of
the input combination layer is X, while the output of the Activation layer of the output combination
layer is Y. The Dropout layer means that some neural units are temporarily discarded from the neural
network according to a certain probability during the training process, preventing over-fitting.

3.2. LSTM Layer

The LSTM layer consists of a series of LSTM units, called LSTM model [32]. Compared with other
neural networks, the LSTM model has three multiplicative units, i.e., input gate, output gate and forget
gate. The input gate is used to memorize some information of the present, the output gate is used for
output, and the forget gate is used to choose to forget some information of the past. The multiplicative
unit is mainly composed of a sigmoid function and a dot product operation, where the sigmoid
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function has a range of [0, 1] and the dot product operation can determine how much information is
transmitted. If the value of the dot product operation is 0, then no information is transmitted. And all
information is transmitted if the value of the dot product operation is 1. The LSTM unit [32] is shown
in Figure 2.
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In Figure 2, ft denotes the forget gate, it denotes the input gate, and ot denotes the output gate,
which together control the cellular state Ct that stores historical and future information. xt and ht

respectively represent input and output information of the LSTM unit. The processing expressions of
the LSTM unit [32] are as follows:

ft = σ(W f · [ht−1, xt] + b f ) (1)

it = σ(Wi · [ht−1, xt] + bi) (2)

C̃t = tanh(WC · [ht−1, xt] + bC) (3)

Ct = ft ∗ Ct−1 + it ∗ C̃t (4)

ot = σ(Wo[ht−1, xt] + bo) (5)

ht = ot ∗ tanh(Ct) (6)

Equation (1) is a forget gate expression, which takes the weighted sum of the state of the cell at
time t, the output of cell at time t − 1, and the input at time t as the input of activation function to get
the output of the forget gate. The activation function is generally a logistic sigmoid function. Equation
(2) is an input gate expression, where the parameters and principles are the same as those of Equation
(1). Equation (3) calculates the candidate value of memory unit at the time t, where the activation
function can be a tanh function or a logistic sigmoid function. Equation (4) combines past and present
memories. Equation (5) is an output gate expression, where the parameters and principles are identical
with those of Equation (1). Equation (6) is an expression for cell output, where the activation function
is generally a tanh function. W is a weight vector matrix, and b is a bias vector.

3.3. Activation Layer

The Activation layer is mainly used to improve the fitting ability of the model. In Figure 1,
each combination layer contains an Activation layer. The activation layer of the output combination
layer can use specific activation functions, such as logistic sigmoid function for binary classification
and SoftMax function for multiple classification [33]. There are many activation functions that can
be used to the Activation layers of the input and intermediate combination layers, such as tanh
function, sigmoid function, Rectified Linear Unit (ReLU) function, linear function, hard-linear function,
etc., and Maxout function, LeakyReLU function, Parametric Rectified Linear Unit (PReLU), softsign
function, etc. [33–36], which were newly proposed in recent years.
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The PReLU function is a ReLU function with parameters [34]. The mathematical expression of the
PReLU function [34] is as follows.

PReLU(xi) =

{
xi if xi > 0

aixi otherwise
(7)

In Equation (7), the PReLU function becomes a ReLU function if ai = 0 (subscript i represents different
channels). The PReLU function only adds a very small number of parameters, which means that the
network’s computational complexity and the possibility of over-fitting will increase, but these changes
can be neglected. In particular, the parameters are even less when different channels use the same ai.

The tanh function is completely differentiable [33]. Its function image is anti-symmetric and its
symmetric center is at the origin, so its output is zero center. The mathematical expression of the tanh
function [33] is as follows.

f (x) =
sinhx
cosh x

=
ex − e−x

ex + e−x (8)

However, like many traditional activation functions of neural networks, the tanh function has the
vanishing gradient problem. Once the value of the tanh function reaches saturation area, the gradient
begins to vanish, and the learning speed becomes slower. To alleviate these problems, researchers
proposed a variant of the tanh function, called softsign function [35]. The softsign function is
anti-symmetric, decentralized, fully differentiable and returns values between −1 and 1. But the
difference is that the slope of the softsign function is smaller than that of the tanh function in the
activation area, and the softsign function enters the saturation area later than the tanh function.
The mathematical expression of the softsign function [35] is as follows.

f (x) =
x

1+|x| (9)

The softplus function is a smooth form of the ReLu function [36], and the original function of the
logical sigmoid function. The mathematical expression of the softplus function [36] is as follows.

f (x) = log(1 + ex) (10)

3.4. Dense Layer

The Dense layer mainly classifies feature vectors and maps the samples from the feature space to
the labels [37]. It consists of two parts: the linear part and the nonlinear part. The linear part mainly
performs linear transformation and analyzes the input data, the calculation method of this part is
linear weighted sum, whose mathematical expression [37] is as follows:

Z = W ∗X + b (11)

where Z is the output vector of the linear part. It can be expressed as Z = [Z1, Z2, · · ·, Zm]
T . X represents

the input vector of the linear part, which is expressed as X = [X1, X2, · · ·, Xn]
T . W is a weight vector

matrix of m ∗ n. And b is a bias vector, which is expressed as b = [b1, b2, · · ·, bm]
T .

The nonlinear part performs nonlinear transformation, namely corresponding function
transformation. This operation has two functions as follows. (1) Data normalization. That is to
say, no matter what the previous linear part does, all the values of the nonlinear part will be limited to
a certain range. (2) Break the linear mapping relation before. In other words, if the Dense layer has no
non-linear part, it is meaningless to add multiple neural networks in the model.
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4. Experimental Process

4.1. Experimental Environment and Data Set

The experimental environment in this paper is as follows: Intel (R) Core (TM) i5-3210M 2.5 GHz
dual-core processor with 4 GB memory, Windows 7 64 bit operating system, the programming language
is Python, and the deep learning framework is Keras. The experimental data set is the local road
network traffic data from September 1st to September 8th in Yunyan District, Guiyang City, Guizhou
Province. The data set contains more than 230,000 vehicle records. Each record in the original data
set has three fields, which are respectively Current Node (TrafficLightID), Source Node (FromID) and
Traffic Flow (traffic_flow), as shown in Table 1.

Table 1. Data fields.

Current Node (TrafficLightID) Source Node (FromID) Traffic Flow (traffic_flow)

tl4 tl1 [10, 8, 5, 0, 0, 23, 13, . . . , 23]
tl4 tl2 [23, 15, 12, 12, 9, 9, 9, . . . , 9]

In Table 1, TrafficLightID denotes the traffic light identifier of the vehicle currently, while FromID
denotes the traffic light identifier of the vehicle at the last moment. Because the experimental data of
each day is collected at a 30 s interval from 6:00 a.m. to 8:00 p.m., the traffic_flow field is a matrix of
dimension 1680, which is used to represent the traffic flows of a road section at a 30 s interval. For
example, traffic_flow[0] represents the traffic flow from road intersection FromID to road intersection
TrafficLightID at t0.

The local road network structure involved in the experimental data set is shown in Figure 3,
where the hollow circles represent various intersections, the sides of the hollow circles are marked
with the unique identification number of them, and the solid lines represent the road sections.
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4.2. Experimental Evaluation Indicators

Loss function is also called objective function, and the commonly used loss functions include Mean
Squared Error (MSE), binary cross entropy, Mean Absolute Error (MAE), Mean Absolute Percentage
Error (MAPE) [30]. In this paper, RMSE is used to evaluate the performance of the hybrid LSTM model
because this method can reduce the impact of gross error on the result, and the unit of the result is the
same as that of the predicted data, namely the size of the traffic flow. The mathematical expression of
RMSE [30] is as follows:

RMSE =

√
1
n

n

∑
i=1

wi(yi − ŷi)
2 (12)

where n is the number of samples, yi is the true value of samples, and ŷi is the corresponding
predictive value.

4.3. Experimental Tuning Process

In this paper, the process of optimization is based on the minimization principle and the
layer-by-layer training method. The specific process is as follows.

(1) Data preprocessing

According to the actual traffic prediction requirements, the short-term traffic flow prediction
of 5, 10 or 15 minutes is performed generally [38]. To get the finer granularity of the prediction
value, this paper will take 5 minutes as time granularity to predict the future traffic flow based on the
historical traffic flow. Therefore, we need to add up every ten-traffic data, and generate a new data set
with three fields, i.e., Current Node, Source Node, and Traffic Flow with a matrix dimension of 168.

After statistical analysis of the traffic flow of all road sections, it is found that there are two types
of road sections in the new data set, i.e., the road section with large traffic flow and the road section
with small traffic flow respectively. For the section with large traffic flow, the traffic flow ranges from
150 to 200 during the rush hour, and from 10 to 100 during the rest of the sampling time. For the
section with small traffic flow, the maximum traffic flow can only reach about 10 during the rush hour,
and the traffic flow fluctuates between 0 and 2 during the rest of sampling time. Therefore, the new
data set is divided into the large traffic flow data set and the small traffic flow data set.

To transform time series into supervised learning problems and evaluate the accuracy of model
prediction, this paper divided the traffic flow data set (i.e., the large traffic flow data set or the small
traffic flow data set) into training set and test set, where the first 70% (118 data) of the traffic flow data
set is the training set and the last 30% (50 data) of the traffic flow data set is the test set. Training a
model based the training set, the model will get 50 predictive values, and finally use RMSE to evaluate
the prediction accuracy.

Data difference and data scaling are performed on the training set. Data difference adopts delay
difference, namely difference transformation between continuous observation values which mainly
eliminates some fluctuations. Because the default activation function of the LSTM model is tanh
function, the output value range of this function is [−1, 1], so it is generally necessary to scale the data
to the range of −1 to 1. However, considering that the traffic flow on any condition cannot be negative,
we scale the training set to the range of 0 to 1. The data of the first day from tl8 to tl9 (or Sample1 for
short) is selected from the large traffic flow data set, and the data of the first day (or Sample2 for short)
from tl12 to tl11 is selected from the small traffic flow data set. The above two data sets will be used in
the following experimental processes.

(2) Basic parameters tuning

Basic parameters tuning is mainly to tune the batch size (i.e., batch_size), the number of iterations
(i.e., epoch) and the neurons number. When tuning the basic parameters in Keras, the hybrid LSTM
neural network structure shown in Figure 1 only selects the LSTM layer, and the parameters of the
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LSTM layer are set to the default values. The batch_size represents the size of the batch and defines
the number of samples that are propagated through the network. The batch_size is set to 1, making
the model perform on-line learning. That is to say, the network will be updated after each training
process. The epoch time and number of neurons are tuned through experiments as follows.

Firstly, we fix the time of epoch to 10 and tested the trend of RMSE when the number of neurons
changed. The results are shown in Figures 4 and 5.
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According to Figures 4 and 5, when the number of neurons is between 1 and 10, the RMSE
value gradually decreases to the minimum and then increases with the increase of neurons number.
And when the neurons number is greater than 10, the RMSE value continues to grow, and the running
time becomes significantly longer. Therefore, in the following epoch time and neurons number tuning
experiments, the neurons number for each epoch time is fixed between 1 and 10. The results are shown
in Figures 6 and 7.
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According to Figures 6 and 7, for Sample1, when the epoch time is 3 and the neurons number is 6,
the RMSE value is the minimum. In other words, the optimal epoch time and neurons number for
Sample1 are 3 and 6 respectively. For Sample2, when the epoch time is 8 and the neurons number is 8,
the RMSE value is the minimum. Thus, the optimal epoch time and neurons number for Sample2 are 8
and 8 respectively.

(3) Optimizer tuning

The optimization problem is to find a set of parameters for a given objective function, so that the
RMSE value is the minimum. The commonly used optimizers include Stochastic Gradient Descent
(SGD), Adagrad, Adadelta, RMSprop, Adam, Adamax, Nadam, etc. [39]. When tuning the optimizes
in Keras, the hybrid LSTM neural network structure shown in Figure 1 only selects the LSTM layer,
and the parameters of the LSTM layer are set to the default values. And the above optimal batch size,
epoch time and neurons number are applied here. Figures 8 and 9 are the RMSE values of different
optimizers for Sample1 and Sample2 respectively.



Information 2019, 10, 105 11 of 22
Information 2019, 10, x FOR PEER REVIEW 11 of 22 

 

 
Figure 8. RMSE values of the different optimizers for Sample1. 

 
Figure 9. RMSE values of the different optimizers for Sample2. 

From Figures 8 and 9, the RMSE value of Adagrad is the minimum for Sample1 when only the 
optimizer function is changed and the other parameters are kept as the initial default values. Similarly, 
the best optimizer for Sample2 is SGD. The learning rate of SGD generally has two values: 0.01 and 0.1, 
while the value of decay is generally 10-6. The RMSE value for Sample2 is 0.2875 when the learning 
rate of SGD is 0.01 and the RMSE value for Sample2 is 0.6786 when the learning rate of SGD is 0.1. 
Therefore, the learning rate of SGD for Sample2 is fixed at 0.01 in subsequent experiments. The 
momentum and nesterov values of SGD for Sample2 are then tested, as shown in Figure 10. 

Figure 8. RMSE values of the different optimizers for Sample1.

Information 2019, 10, x FOR PEER REVIEW 11 of 22 

 

 
Figure 8. RMSE values of the different optimizers for Sample1. 

 
Figure 9. RMSE values of the different optimizers for Sample2. 

From Figures 8 and 9, the RMSE value of Adagrad is the minimum for Sample1 when only the 
optimizer function is changed and the other parameters are kept as the initial default values. Similarly, 
the best optimizer for Sample2 is SGD. The learning rate of SGD generally has two values: 0.01 and 0.1, 
while the value of decay is generally 10-6. The RMSE value for Sample2 is 0.2875 when the learning 
rate of SGD is 0.01 and the RMSE value for Sample2 is 0.6786 when the learning rate of SGD is 0.1. 
Therefore, the learning rate of SGD for Sample2 is fixed at 0.01 in subsequent experiments. The 
momentum and nesterov values of SGD for Sample2 are then tested, as shown in Figure 10. 

Figure 9. RMSE values of the different optimizers for Sample2.

From Figures 8 and 9, the RMSE value of Adagrad is the minimum for Sample1 when only the
optimizer function is changed and the other parameters are kept as the initial default values. Similarly,
the best optimizer for Sample2 is SGD. The learning rate of SGD generally has two values: 0.01 and
0.1, while the value of decay is generally 10−6. The RMSE value for Sample2 is 0.2875 when the
learning rate of SGD is 0.01 and the RMSE value for Sample2 is 0.6786 when the learning rate of SGD
is 0.1. Therefore, the learning rate of SGD for Sample2 is fixed at 0.01 in subsequent experiments.
The momentum and nesterov values of SGD for Sample2 are then tested, as shown in Figure 10.
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Figure 10. RMSE values of different momentum and nesterov values of Stochastic Gradient Descent
(SGD) for Sample2.

From Figure 10, we can see that the RMSE value is the minimum when the momentum value is
0.4 and the nesterov value is True.

(4) Intermediate activation function tuning

The intermediate activation functions here refer to the activation functions of the Activation
layers of both the input combination layer and intermediate combination layer in Figure 1, and the
same activation function is usually selected. When tuning the intermediate activation functions in
Keras, the hybrid LSTM neural network structure shown in Figure 1 only selects the LSTM layer and
the Activation layer of the input combination layer, and the parameters of the LSTM layer are set
to the default values. In addition, the other parameters are the optimal values of the above tuning
results. Figures 11 and 12 are the RMSE values of different activation functions for Sample1 and
Sample2 respectively.
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Figure 12. RMSE values of different intermediate activation functions for Sample2.

As shown in Figures 11 and 12, there is the minimum RMSE value when the intermediate
activation function is PReLU, whether Sample1 or Sample2. Hence, the intermediate activation
function is set to PReLU in subsequent experiments.

(5) Network structure tuning

When tuning the network structure in Keras, the hybrid LSTM neural network structure shown
in Figure 1 selects one input combination layer, zero or more intermediate combination layers and one
output combination layer, where the parameters of the LSTM layer of the input combination layer
are set to the default values, the parameters of the Dense layer of both the intermediate combination
layer and the output combination layer are set to the default values, the activation functions of the
Activation layers of both the input combination layer and the intermediate combination layer are set to
PReLU function, the activation function of the Activation layer of the output combination layer is set
to tanh function, and the dropout dates of the Dropout layers of both the input combination layer and
the intermediate combination layer are set to 0.5. Figures 13 and 14 are the RMSE values of different
intermediate combination layer numbers for Sample1 and Sample2.
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From Figures 13 and 14, we can see that the RMSE value is the minimum when the number of
intermediate combination layer is 1, regardless of Sample1 or Sample2. Therefore, the hybrid LSTM
neural network structure shown in Figure 1 only selects one intermediate combination layer in the
subsequent experiments.

(6) Dropout tuning

For the above hybrid LSTM neural network structure after tuning, the selection of dropout rate
is mainly in both the LSTM layer and the Dropout layer of the input combination layer, and the
Dropout layer of the intermediate combination layer. And the dropout rate of the Dropout layer of
the intermediate combination layer is generally set to 0.5 [40]. To keep the input from changing too
much, the dropout rate of the Dropout layer of the input combination layer is generally set to close
to 1. Figure 15 is the RMSE values of the different dropout rates of the Dropout layer in the input
combination layer for Sample1.
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From Figure 15, the RMSE value is the minimum for Sample1 when the dropout rate of the
Dropout layer in the input combination layer is set to 0.9. Figure 16 is the RMSE values of the different
dropout rates of the LSTM layer in the input combination layer for Sample1.



Information 2019, 10, 105 15 of 22Information 2019, 10, x FOR PEER REVIEW 15 of 22 

 

 
Figure 16. RMSE values of the different dropout rates of the LSTM layer in the input combination 
layer for Sample1. 

According to Figure 16, the RMSE value is minimum for Sample1 when the values of both 
Dropout_W and Dropout_U of the LSTM layer in the input combination layer are set to 0.6. For 
Sample 2, the dropout rates of both the LSTM layer and the Dropout layer have no significant effect 
on RMSE. Therefore, in the subsequent experiments, the values of both Dropout_W and Dropout_U 
of the LSTM layer in the input combination layer are set to 0.6, while the dropout rate of the 
Dropout layer in the input combination layer is set to 0.9, whether Sample1 or Sample2. 
(7) Output activation function tuning 

The output activation function here refers to the activation function of the Activation layer of 
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Figure 16. RMSE values of the different dropout rates of the LSTM layer in the input combination layer
for Sample1.

According to Figure 16, the RMSE value is minimum for Sample1 when the values of both
Dropout_W and Dropout_U of the LSTM layer in the input combination layer are set to 0.6. For Sample
2, the dropout rates of both the LSTM layer and the Dropout layer have no significant effect on RMSE.
Therefore, in the subsequent experiments, the values of both Dropout_W and Dropout_U of the LSTM
layer in the input combination layer are set to 0.6, while the dropout rate of the Dropout layer in the
input combination layer is set to 0.9, whether Sample1 or Sample2.

(7) Output activation function tuning

The output activation function here refers to the activation function of the Activation layer of the
output combination layer in Figure 1. Based on the above network structure and parameters selected,
the output activation function is tuned in Keras. Figures 17 and 18 are the RMSE values of different
activation functions for Sample1 and Smaple2.

Information 2019, 10, x FOR PEER REVIEW 15 of 22 

 

 
Figure 16. RMSE values of the different dropout rates of the LSTM layer in the input combination 
layer for Sample1. 

According to Figure 16, the RMSE value is minimum for Sample1 when the values of both 
Dropout_W and Dropout_U of the LSTM layer in the input combination layer are set to 0.6. For 
Sample 2, the dropout rates of both the LSTM layer and the Dropout layer have no significant effect 
on RMSE. Therefore, in the subsequent experiments, the values of both Dropout_W and Dropout_U 
of the LSTM layer in the input combination layer are set to 0.6, while the dropout rate of the 
Dropout layer in the input combination layer is set to 0.9, whether Sample1 or Sample2. 
(7) Output activation function tuning 

The output activation function here refers to the activation function of the Activation layer of 
the output combination layer in Figure 1. Based on the above network structure and parameters 
selected, the output activation function is tuned in Keras. Figures 17 and 18 are the RMSE values of 
different activation functions for Sample1 and Smaple2. 

 
Figure 17. RMSE values of different output activation functions for Sample1. 
Figure 17. RMSE values of different output activation functions for Sample1.



Information 2019, 10, 105 16 of 22Information 2019, 10, x FOR PEER REVIEW 16 of 22 

 

 
Figure 18. RMSE values of different output activation functions for Sample2. 

As we can see from Figures 17 and 18, the RMSE value is the minimum when the output 
activation function is softsign for Sample1, while the RMSE value is the minimum when the output 
activation function is softplus for Sample2. 

5. Experimental Results 

According to the above experimental tuning process, for the Sample1, the optimal hybrid 
LSTM neural network structure is composed of an input combination layer, an intermediate 
combination layer and an output combination layer, where the batch_size value is 1, the epoch time 
is 3, the neurons number is 6, the optimizer is Adagrad, the activation functions of the Activation 
layers of both the input combination layer and the intermediate combination layer are PReLU, the 
activation function of the Activation layer in the output combination layer is the softsign, the values 
of both Dropout_W and Dropout_U of the LSTM layer in the input combination layer are 0.6, the 
dropout rate of the Dropout layer in the input combination layer is 0.9, the dropout rate of the 
Dropout layer in the intermediate combination layer is 0.5, and the other parameters are the default 
values in Keras. 

For Sample2, the optimal hybrid LSTM neural network structure is composed of an input 
combination layer, an intermediate combination layer and an output combination layer, where the 
batch_size value is 1, the epoch time is 8, the neurons number is 8, the optimizer is SGD (the 
learning rate is 0.01, the momentum value is 0.4 and the nesterov value is True), the activation 
functions of the Activation layers of both the input combination layer and the intermediate 
combination layer are PReLU, the activation function of the Activation layer in the output 
combination layer is the softplus, the values of both Dropout_W and Dropout_U of the LSTM layer 
in the input combination layer are 0.6, the dropout rate of the Dropout layer in the input 
combination layer is 0.9, the dropout rate of the Dropout layer in the intermediate combination 
layer is 0.5, and the other parameters are the default values in Keras.  

Through the above experimental optimization process, the final RMSE value for Smaple1 is 
reduced to 0.6395, while the final RMSE value for Smaple2 is reduced to 0.2799. For Sample1 and 
Sample2, the performance of the FCM model, the Kalman filter, the SVR model, the LSTM model 
and the above hybrid LSTM model are further compared, as shown in Tables 2 and 3. 

Table 2. The RMSE value and running time of different prediction models for Sample1. 

Prediction Model RMSE Running Time (s) 
FCM [25] 27.38 11.87 

Kalman filter [6] 29.40 0.55 
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As we can see from Figures 17 and 18, the RMSE value is the minimum when the output activation
function is softsign for Sample1, while the RMSE value is the minimum when the output activation
function is softplus for Sample2.

5. Experimental Results

According to the above experimental tuning process, for the Sample1, the optimal hybrid LSTM
neural network structure is composed of an input combination layer, an intermediate combination
layer and an output combination layer, where the batch_size value is 1, the epoch time is 3, the neurons
number is 6, the optimizer is Adagrad, the activation functions of the Activation layers of both the
input combination layer and the intermediate combination layer are PReLU, the activation function of
the Activation layer in the output combination layer is the softsign, the values of both Dropout_W and
Dropout_U of the LSTM layer in the input combination layer are 0.6, the dropout rate of the Dropout
layer in the input combination layer is 0.9, the dropout rate of the Dropout layer in the intermediate
combination layer is 0.5, and the other parameters are the default values in Keras.

For Sample2, the optimal hybrid LSTM neural network structure is composed of an input
combination layer, an intermediate combination layer and an output combination layer, where the
batch_size value is 1, the epoch time is 8, the neurons number is 8, the optimizer is SGD (the learning
rate is 0.01, the momentum value is 0.4 and the nesterov value is True), the activation functions of
the Activation layers of both the input combination layer and the intermediate combination layer are
PReLU, the activation function of the Activation layer in the output combination layer is the softplus,
the values of both Dropout_W and Dropout_U of the LSTM layer in the input combination layer are
0.6, the dropout rate of the Dropout layer in the input combination layer is 0.9, the dropout rate of the
Dropout layer in the intermediate combination layer is 0.5, and the other parameters are the default
values in Keras.

Through the above experimental optimization process, the final RMSE value for Smaple1 is
reduced to 0.6395, while the final RMSE value for Smaple2 is reduced to 0.2799. For Sample1 and
Sample2, the performance of the FCM model, the Kalman filter, the SVR model, the LSTM model and
the above hybrid LSTM model are further compared, as shown in Tables 2 and 3.
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Table 2. The RMSE value and running time of different prediction models for Sample1.

Prediction Model RMSE Running Time (s)

FCM [25] 27.38 11.87
Kalman filter [6] 29.40 0.55

SVR [9] 15.04 0.50
LSTM [30] 31.57 4.04

hybrid LSTM 0.64 5.94

Table 3. The RMSE value and running time of different prediction models for Sample2.

Prediction Model RMSE Running Time (s)

FCM [25] 4.06 12.88
Kalman filter [6] 1.87 0.72

SVR [9] 1.23 0.19
LSTM [30] 2.38 4.21

Hybrid LSTM 0.28 7.60

From Tables 2 and 3, we can see that our proposed hybrid LSTM model is obviously better than
the other prediction models in prediction accuracy, and only slightly longer than the LSTM model in
running time. Hence, our proposed hybrid LSTM model is reasonable and feasible.

To verify the effectiveness of the above hybrid LSTM model in the whole road network, the above
hybrid LSTM model is further applied to each road section of the road network shown in Figure 3.
Figure 19 is a thermodynamic diagram of the actual vehicle flow of each road section of the road
network shown in Figure 3 from 18:00 p.m. to 18:05 p.m. The deeper the color, the greater the
traffic flow.
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In Figure 19, the actual vehicle flows of two directions are marked at each road section of the road
network. Figure 20 shows the predictive vehicle flow of each road section of the road network shown
in Figure 3 from 18:00 p.m. to 18:05 p.m.Information 2019, 10, x FOR PEER REVIEW 18 of 22 

 

 
Figure 20. The thermodynamic diagram of the predictive vehicle flow of each road section of the 
road network shown in Figure 3 from 18:00 p.m. to 18:05 p.m. 

In Figure 20, the absolute errors between the actual and predictive vehicle flows of both 
directions are marked at each road section of the road network. Because the vehicle flow at a road 
intersection is formed by the vehicle flows of the connected road sections, the actual and predictive 
vehicle flows of a road intersection can be calculated according to the actual and predictive vehicle 
flows of the connected road section. Figure 21 is a thermodynamic diagram of the actual vehicle 
flow of each road intersection of the road network shown in Figure 3 from 18:00 p.m. to 18:05 p.m. 
The deeper the color and the larger the color block in the circle, the greater the traffic flow. 
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In Figure 20, the absolute errors between the actual and predictive vehicle flows of both directions
are marked at each road section of the road network. Because the vehicle flow at a road intersection is
formed by the vehicle flows of the connected road sections, the actual and predictive vehicle flows
of a road intersection can be calculated according to the actual and predictive vehicle flows of the
connected road section. Figure 21 is a thermodynamic diagram of the actual vehicle flow of each road
intersection of the road network shown in Figure 3 from 18:00 p.m. to 18:05 p.m. The deeper the color
and the larger the color block in the circle, the greater the traffic flow.
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In Figure 21, the actual vehicle flow is marked at each road intersection of the road network.
Figure 22 shows the predictive vehicle flow of each road intersection of the road network shown in
Figure 3 from 18:00 p.m. to 18:05 p.m.
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In Figure 22, each intersection in the road network is marked with the absolute error between the
actual and predictive vehicle flow. According to Figures 20 and 22, the maximum relative error between
the actual and predictive vehicle flows of each road section is 1.03%, and the maximum relative error
between the actual and predictive vehicle flows of each road intersection is 1.18%. Therefore, the above
hybrid LSTM model has a very high prediction accuracy, so it is very effective.

6. Conclusions

The prediction accuracy of the existing short-term traffic flow prediction models is still low, and
they are not suitable for different traffic conditions of the actual traffic network. To solve these problems,
a hybrid LSTM neural network is proposed based on the LSTM model in this paper. It consists of one
input combination layer, zero or more intermediate combination layers and one output combination
layer. The input combination layer includes a LSTM layer, an Activation layer and a Dropout layer,
the intermediate combination layer includes a Dense layer, an Activation layer and a Dropout layer,
and the output combination layer includes a Dense layer and an Activation layer. Then, the structure
and parameters of the hybrid LSTM neural network are optimized for the large traffic flow set and the
small traffic flow set. The results show that the RMSE value of the hybrid LSTM model is obviously
smaller than the other typical models, and the running time is only slightly longer than the LSTM
model. Thus, the hybrid LSTM model is closer to the accuracy and real-time requirements of short-term
traffic flow prediction. Finally, the hybrid LSTM model is further used to predict the vehicle flows of
each road section and intersection in the actual traffic network. The results show that the maximum
relative error between the actual and predictive vehicle flows of each road section is 1.03%, and the
maximum relative error between the actual and predictive vehicle flows of each road intersection is
1.18%. Hence, the hybrid LSTM model has a very high prediction accuracy, and suitable for different
traffic conditions in the actual traffic network.

Running time is also important for short-term traffic flow prediction. We will further study
the variant of the LSTM model, making its accuracy is essentially equivalent to the accuracy of the
hybrid LSTM model, but its running time is shorter than the running time of the hybrid LSTM model.
Additionally, this work is based on traffic flow data. In a future study, we will further research the
prediction and analysis of traffic trajectory data.
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