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Abstract—In this paper, we consider state estimation for Stochastic Hybrid Systems (SHS). These are systems that possess both continuous-valued and discrete-valued dynamics. For SHS with nonlinear hybrid dynamics and/or non-Gaussian disturbances, state estimation can be implemented as an Interacting Multiple Model (IMM) particle filter. However, a disadvantage of particle filtering is the computational load caused by the large number of particles required for a sufficiently good estimation. We address this issue by first expressing the probability density that describes the state of the SHS as a collection of densities of the continuous-valued state only conditioned on the discrete-valued state. Then, we deterministically approximate these individual densities with Dirac mixtures. The employed approximation method places the particles so that a so called modified Cramér-von Mises distance between the true and the approximated density is minimized. Deterministic approximation requires far less particles than the stochastic sampling used by particle filters. To avoid particle degeneration that can occur when a density is multiplied with the likelihood, the filter uses progressive density correction. The presented filter is demonstrated in a numerical maneuvering target tracking example.

I. INTRODUCTION

Stochastic systems whose dynamics are described by continuous and discrete variables are referred to as stochastic hybrid systems (SHS). This modeling approach is often utilized when the continuous-valued state of a dynamic system not only depends on previous states and control inputs but also on a discrete-valued parameter that describes the mode of operation [1]. Examples of such systems are among others maneuvering targets, chemical processes, or switching communication networks [2]. In many practical operations the state of a hybrid system is not directly available but rather has to be estimated from measurements corrupted by noise.

In this paper, we consider a discrete-time SHS whose discrete-valued state is modeled as a hybrid Markov chain. State transitions of a hybrid Markov chain are a function of the hybrid state of the SHS. The task is to estimate both the continuous-valued state as well as the discrete-valued state based on continuous-valued measurements of the continuous-valued state only. Such a state estimation can be performed by a Multiple Model filter. However, this method is practically infeasible because the number of individual filters increases exponentially in time and therefore Interacting Multiple Model (IMM) filters are used. IMM filters compute state estimates as a weighted sum of state estimates provided by its subfilters that can exchange information among each other. Hereby, the number of subfilters is constant and finite. An overview of IMM filtering techniques is given in [3].

The filtering algorithm is usually divided in a prediction step and a filter step. In the prediction step, the filter predicts the state of the system based on the information available up to previous time step by means of the Chapman-Kolmogorov equation. However, a closed-form evaluation of this equation is usually not possible for nonlinear system dynamics and/or arbitrary system noises. An approach in this case is to approximate the occurring densities by a collection of samples (or particles) drawn from these densities [4]. By doing so the evaluation of the Chapman-Kolmogorov equation reduces to an integration of a sum of weighted Dirac impulses that represent the sampled density with the transition density that may be continuous or a sum of weighted Diracs as well. However, density approximation using Dirac mixtures can cause problems in the filter step. This issue and a possible solution will be discussed later in the introduction.

A. Related Work

Before IMM particle filtering (IMM-PF) was applied to SHS, it was applied to Markov Jump Systems (MJS). The discrete-valued dynamics of MJS can be modeled as a Markov chain that is, in contrast to SHS, independent from the continuous-valued dynamics. IMM-PF for MJS were, e.g., presented in [5], [6], [7]. With regard to state estimation, the fact that the continuous-valued dynamics of a MJS are independent from its discrete-valued dynamics facilitates the

\(^{1}\)The authors are with the Intelligent Sensor-Actuator-Systems Laboratory (ISAS), Institute for Anthropomatics and Robotics, Karlsruhe Institute of Technology (KIT), Karlsruhe, Germany, Email: maxim.dolgov@kit.edu, gerhard.kurz@kit.edu, uwe.hanebeck@ieee.org
evaluation of the Chapman-Kolmogorov equation for the continuous-valued state.

IMM particle filtering for SHS, whose discrete-valued dynamics are not independent from the continuous-valued state, was introduced in [8] and further developed in [9]. In these works, an IMM-PF for a nonlinear SHS with Gaussian noises was presented. This filter evaluates exact Bayesian equations for the discrete-valued system state. Thus, the particles are only needed for the continuous-valued state. This approach is more elegant than defining particles on the hybrid state space as, e.g., in [10], because it reduces the number of particles required for approximation.

A recent contribution in the field of IMM-PF was presented in [11]. In this work, state estimation of a continuous-time nonlinear SHS is considered. The filter employs a feedback particle filter (FPF) algorithm where the continuous-valued state is represented by particles.

A drawback of particle filtering is the large amount of samples (often more than $10^3$ even for non-hybrid stochastic systems with low-dimensional state) that is necessary to provide sufficiently good estimation results. These large particle numbers are caused by the way samples representing the approximated probability density are obtained: PF use stochastic sampling to approximate a density and therefore require a large amount of samples to provide high approximation confidence. An alternative approach to stochastic sampling is the deterministic Dirac mixture density approximation that was proposed in [12], [13]. The idea of this method is to approximate a density by placing samples so that a specific value function – the modified Cramér-von Mises distance – is minimized. By making the sampling process deterministic, the number of samples can essentially be reduced while the desired approximation quality can be attained. However, the classical Cramér-von Mises distance cannot be directly applied because the cumulative distribution of multidimensional Dirac mixtures is not unambiguous. Using the so called localized cumulative distribution (LCD) that was first proposed in [14] and further developed in [15], [16] and [17], it was shown that almost all particles will have negligible weights after the sampling process deterministic, the number of samples required for approximation.

A drawback of particle filtering is the large amount of samples (often more than $10^3$ even for non-hybrid stochastic systems with low-dimensional state) that is necessary to provide sufficiently good estimation results. These large particle numbers are caused by the way samples representing the approximated probability density are obtained: PF use stochastic sampling to approximate a density and therefore require a large amount of samples to provide high approximation confidence. An alternative approach to stochastic sampling is the deterministic Dirac mixture density approximation that was proposed in [12], [13]. The idea of this method is to approximate a density by placing samples so that a specific value function – the modified Cramér-von Mises distance – is minimized. By making the sampling process deterministic, the number of samples can essentially be reduced while the desired approximation quality can be attained. However, the classical Cramér-von Mises distance cannot be directly applied because the cumulative distribution of multidimensional Dirac mixtures is not unambiguous. Using the so called localized cumulative distribution (LCD) that was first proposed in [14] instead of the cumulative distribution, and modifying the Cramér-von Mises distance solves this problem. Recent results in deterministic Dirac mixture approximation allow efficient approximation of Gaussian densities [15].

If a probability density is approximated with particles, stochastically or deterministically placed, it is possible that almost all particles will have negligible weights after being multiplied with the likelihood in the filter step. This phenomenon is referred to as particle degeneration. For deterministic Dirac mixtures, particle degeneration can be a greater issue because of the smaller number of particles compared to a common particle filter. As a solution to this problem, the authors in [18] proposed to employ an iterative procedure, the progressive correction. The idea of this approach is to decompose the likelihood into a product of functions. Then, at every iteration step, the current Dirac mixture is reapproximated after being multiplied with a likelihood factor. By doing so, the particles are “shifted” to the areas with high probability masses.

B. Key Idea

The filter presented in this paper estimates the hybrid state of a SHS combining the advantages of the IMM particle filtering methods and the deterministic Dirac mixture density approximation. These advantages are:

1) The probability density of the considered SHS can be decomposed in a set of continuous densities for every possible realization of the discrete-valued state. This allows to implement a filter with an IMM structure.

2) The number of samples used for approximation of the occurring densities is essentially reduced by employing deterministic Dirac mixture density approximation. To avoid particle degeneration, we substitute the multiplication with the likelihood by a progressive density correction.
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II. PROBLEM FORMULATION AND PROPOSED SOLUTION

A. Problem Formulation

We consider a discrete-time stochastic nonlinear system with the schematic as depicted in Fig. 1. That possesses a continuous-valued state $\mathbf{x}_k \in \mathbb{R}^n$ and a discrete-valued state $\theta_k \in \{1, \ldots, M\}, M \in \mathbb{N}$. The continuous-valued state evolves according to

$$\mathbf{x}_{k+1} = a_k(\mathbf{x}_k, \theta_{k+1}) + \mathbf{w}_k,$$  \hspace{1cm} (1)

where $\mathbf{w}_k \sim f_w(\cdot)$ denotes an arbitrary additive i.i.d. noise vector that is independent of $\mathbf{x}_k$ and $\theta_k$. The evolution of $\mathbf{x}_k$ described by the nonlinear function $a_k(\cdot, \cdot)$ is governed by the discrete-valued state $\theta_k$. We will refer to $\theta_k$ as the mode of the system. The mode $\theta_k$ is assumed to be the state of a hybrid Markov chain with

$$\theta_{k+1} = b_k(\mathbf{x}_k, \theta_k, \vartheta_k),$$

where $\vartheta_k \sim f_\vartheta(\cdot)$ is an independent stochastic process with $\vartheta_k \in \mathbb{R}$. Both $\mathbf{x}_k$ and $\theta_k$ are not directly accessible but measured by a nonlinear function $h_k(\cdot, \cdot)$ according to

$$\mathbf{y}_k = h_k(\mathbf{x}_k, \theta_k) + \mathbf{v}_k,$$  \hspace{1cm} (2)

where $\mathbf{v}_k \in \mathbb{R}^m, \mathbf{v}_k \sim f_v(\cdot)$ is an arbitrary i.i.d. additive noise that is independent of other quantities.

The goal is to recursively estimate the probability density $f(\mathbf{x}_k, \theta_k | \mathbf{y}_{1:k})$ from available measurements $\mathbf{y}_k$ given the initial density $f(\mathbf{x}_0, \theta_0)$. 
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A solution to this problem is to use the so called Localized Cumulative Distance (LCD) and reformulate the CvMD as modified Cramér-von Mises distance (mCvMD).

**Definition 1** For a density function \( f(x), x \in \mathbb{R}^n \), the Localized Cumulative Distribution (LCD) is defined as

\[
F(m, b) = \int_{\mathbb{R}^n} f(x) \cdot K(x - m, b) \, dx,
\]

where \( K(\cdot, \cdot) \) is a symmetric and integrable kernel function, \( m \) is an offset, and \( b \in \mathbb{R}_+ \) is a scaling factor.

We restrict ourselves to an equal scaling of the kernel in each direction, thus having a scalar \( b \in \mathbb{R}_+ \). As a kernel, we will use a multidimensional unnormalized Gaussian given by

\[
K(x - m, b) = \prod_{k=1}^{n} \exp \left( -\frac{1}{2} \frac{(x^{(k)} - m^{(k)})^2}{b^2} \right).
\]

Having defined the LCD, we can define the mCvMD.

**Definition 2** The Modified Cramér-von Mises Distance (mCvMD) \( d(F, \bar{F}) \) of two LCDs \( F(m, b) \) and \( \bar{F}(m, b) \) is given by

\[
d(F, \bar{F}) = \int_{\mathbb{R}_+} \int_{\mathbb{R}^n} w(b) \left( F(m, b) - \bar{F}(m, b) \right)^2 \, dm \, db,
\]

where \( w(b) \) is a suitable weighting function.

The positions \( x^\alpha, \alpha \in \{1, \ldots, A\}, A \in \mathbb{N} \) of the components of the Dirac mixture

\[
\bar{f}(x_k) = \sum_{\alpha=1}^{A} w_k^\alpha \delta(x_k - x_k^\alpha),
\]

with

\[
\sum_{\alpha=1}^{A} w_k^\alpha = 1, \quad w_k^\alpha > 0
\]

that approximates a probability density \( f(x_k) \) by \( A \) particles are the solution of the optimization problem

\[
\arg \min_{[x^1, \ldots, x^A]} d(F, \bar{F}) \,
\]

where \( F \) is the LCD of the density \( f(x_k) \) and \( \bar{F} \) is the LCD of the Dirac mixture (3) that approximates \( f(x_k) \).

The computation of (4) can be numerically difficult. An efficient algorithm for Gaussian densities is derived in [15]. Detailed derivations of LCD and mCvMD are given in [14].

### B. Progressive Density Correction

When performing Bayesian estimation, the posterior probability density is obtained by a multiplication of the prior density with the likelihood followed by normalization. If the prior probability density is given by means of a Dirac mixture, particle degeneration can occur, i.e., after the multiplication almost all particles have negligible weights. To prevent particle degeneration, we will apply progressive density correction [16]. The main idea of the progressive density
correction is to decompose the likelihood \( l(\varphi_k) = f(\varphi_k|\varphi_k) \) in \( s \in \mathbb{N} \) factors according to

\[
l(\varphi_k) = \prod_{i=1}^{s} l(\varphi_k)^{\lambda_i}, \quad \lambda_i > 0 \quad \text{and} \quad \sum_{i=1}^{s} \lambda_i = 1.
\]

Then, instead of directly multiplying the Dirac mixture with the likelihood \( l(\varphi_k) \), \( s \) correction steps are performed. At each step, the Dirac mixture is multiplied by \( l(\varphi_k)^{\lambda_i} \) and reapproximated. By doing so, the particles are “shifted” to the areas with high posterior probability mass.

A detailed description of the algorithm and of the method how correction exponents \( \lambda_i \) are calculated can be found in [16] and [17].

IV. THE SHS FILTER EQUATIONS

In this section, we derive the filter equations for the considered SHS. First, the equations are given for arbitrary probability densities of the continuous-valued state. However, in this case, the equations cannot be evaluated in closed form. Therefore, we approximate the state and the system considered SHS. First, the equations are given for arbitrary state and system noise densities but also facilitates the calculation of the transition density \( p(\theta_k = j|\varphi_k, \theta_k = i) \) because the indicator function \( \mathbb{1}(\cdot, \cdot) \) only has to be evaluated at discrete points \( \{\varphi^o_k, \theta_k = i\} \).

As mentioned in the introduction, multiplying the predicted density given by means of a Dirac mixture can lead to particle degeneration. To address this issue, we propose to implement the filter step as a progressive correction as proposed in [16].

B. Filter Equations for Approximated Densities

The evaluation of (6) cannot be performed in closed form for arbitrary probability density function. We therefore approximate the density of the hybrid state \( f(\varphi_{k-1}, \theta_{k-1} = i|y_{1:k-1}) \) and the densities of the system noise \( f^w(w_{k-1}) \) by means of a deterministic Dirac mixture (3). The densities are then given by

\[
\tilde{f}(\varphi_{k-1}, \theta_{k-1} = i|y_{1:k-1}) = \sum_{\alpha=1}^{A} w^\alpha_{k-1} \delta(\varphi_{k-1} - \varphi^\alpha_{k-1})
\]

and

\[
\tilde{f^w}(w_{k-1}) = \sum_{\beta=1}^{B} w^\beta_{k-1} \delta(w_{k-1} - \varphi^\beta_{k-1}),
\]

where \( w^\alpha_{k-1}, w^\beta_{k-1} \) denote the weights of the components of the Dirac mixture and \( \varphi^\alpha_{k-1}, \varphi^\beta_{k-1} \) their positions. The numbers of components are \( A \in \mathbb{N} \) and \( B \in \mathbb{N} \), respectively.

With (7) and (8) the prediction step in (6) becomes

\[
\tilde{f}(\varphi_k, \theta_k = j|y_{1:k-1}) = \sum_{i=1}^{M} \sum_{\alpha=1}^{A} \sum_{\beta=1}^{B} w_{k-1}^{i,\alpha} w_{k-1}^{\beta} \delta(\varphi_k - \varphi_{k-1}^{i,\alpha} - \varphi_{k-1}^{\beta})
\]

\[
\times p(\theta_k = j|\varphi_k, \theta_k = i, w_{k-1}^{i,\alpha})
\]

The approximation of the state densities by a Dirac mixture not only allows for processing of arbitrary state and system noise densities but also facilitates the calculation of the transition density \( p(\theta_k = j|\varphi_k, \theta_k = i) \) because the indicator function \( \mathbb{1}(\cdot, \cdot) \) only has to be evaluated at discrete points \( \{\varphi^o_k, \theta_k = i\} \).

A. Filter Equations for Arbitrary Densities

Assume a collection of prior probability densities \( f(\varphi_{k-1}, \theta_{k-1} = i|y_{1:k-1}), i \in \{1, \ldots, M\} \) is given. Then, a filtered density \( f(\varphi_k, \theta_k = j|y_{1:k-1}) \) can be computed by

\[
f(\varphi_k, \theta_k = j|y_{1:k-1}) = \int_{\mathbb{R}^s} f(\varphi_k, \theta_k = j|y_{1:k-1}) \varphi_{k-1} \ d\varphi_{k-1}
\]

The derivation of this equations is described in the appendix. The unnormalized likelihood \( f(y_k|\varphi_k, \theta_k = j) \), and the transition probabilities \( f(\varphi_k|\varphi_{k-1}, \theta_k = j) \) and \( p(\theta_k = j|\varphi_{k-1}, \theta_{k-1} = i) \) are given by

\[
f(\varphi_k|\varphi_{k-1}, \theta_k = j) = f^w(\varphi_k - h_k(\varphi_{k-1}, \theta_k = j)),
\]

\[
f(y_k|\varphi_k, \theta_k = j) = f^w(\varphi_k - a_k(\varphi_{k-1}, \theta_k = j)),
\]

\[
p(\theta_k = j|\varphi_{k-1}, \theta_{k-1} = i) = \mathbb{1}(\theta_k = j, b_k(\varphi_{k-1}, \theta_{k-1} = i, w_{k-1})) f^\theta(\theta_k) \ d\theta_k,
\]

with the indicator function

\[
\mathbb{1}(m, n) = \begin{cases} 
1, & m = n \\
0, & \text{otherwise}
\end{cases}
\]

The calculation of these transition densities is described in the appendix.
Step 2: Convolve the results from Step 1 with the Dirac mixture of the system noise

\[ \sum_{i=1}^{M} \sum_{\alpha=1}^{A} w_{k-1}^{i,\alpha} \delta(x_k - a_k(x_{k-1}^{i,\alpha}, j)) \rightarrow \]

\[ \sum_{i=1}^{M} \sum_{\alpha=1}^{A} \sum_{\beta=1}^{B} w_{k-1}^{i,\alpha} \delta(x_k - a_k(x_{k-1}^{i,\alpha}, \theta_k = j) - x_k^{\beta}). \]

Step 3: Finalize the prediction step by computing the influence of the hybrid Markov chain on the weights of the samples.

\[ \sum_{i=1}^{M} \sum_{\alpha=1}^{A} \sum_{\beta=1}^{B} w_{k-1}^{i,\alpha} \delta(x_k - a_k(x_{k-1}^{i,\alpha}, \theta_k = j) - x_k^{\beta}) \]

\[ \rightarrow \sum_{i=1}^{M} \sum_{\alpha=1}^{A} \sum_{\beta=1}^{B} w_{k-1}^{i,\alpha} \delta(x_k - a_k(x_{k-1}^{i,\alpha}, \theta_k = j) - x_k^{\beta}) \]

\[ \times p(\theta_k = j|x_{k-1}^{i,\alpha}, \theta_{k-1} = i). \]

Step 4: Perform progressive correction according to Alg. 1 given in [16].

V. EVALUATION

In order to evaluate the filter, a Monte-Carlo simulation with 4000 runs \( \times 40 \) time steps each was performed. As a reference an IMM particle filter was used that has the same IMM structure as the proposed filter but approximates the individual densities \( f(x_k, \theta_k = j|y_{1:k}) \) using common methods for stochastic sampling. The equations (1) and (2) of the considered SHS were chosen to

\[ x_{k+1} = \begin{cases} 0.9x_k - 0.5\sqrt{|x_k|} + w_k, & \text{if } \theta_{k+1} = 1 \\ 0.9x_k + 0.5\sqrt{|x_k|} + w_k, & \text{if } \theta_{k+1} = 2 \\ 0.9x_k + w_k, & \text{if } \theta_{k+1} = 3 \end{cases} \]

\[ y_k = \text{sgn}(x_k + \sqrt{|x_k|}) + v_k, \]

with zero-mean Gaussian noise terms \( w_k \) and \( v_k \).

The evolution of the discrete-valued state was governed by a classical Markov chain with the transition matrix

\[ T = \begin{bmatrix} 0.4 & 0.2 & 0.4 \\ 0.1 & 0.3 & 0.6 \\ 0.2 & 0.1 & 0.7 \end{bmatrix}, \]

with

\[ T_{ij} = \text{Prob}(\theta_k = j|\theta_{k-1} = i). \]

For each simulation run, both filters were initialized with

\[ \text{E}\{x_0\} = 0 \text{ and E}\{x_0 - E\{x_0\}\}(x_0 - E\{x_0\})^T = 5^2, \]

\[ \text{Prob}(\theta_0 = 1) = 0, \text{ Prob}(\theta_0 = 2) = 1, \text{ Prob}(\theta_0 = 3) = 0. \]

In simulations, we analyzed (i) the influence of the variation of the number of particles used for density approximation as well as (ii) the influence of the system and the measurement noise on the estimation quality. To analyze (i), we tested the proposed filter with \( A = 5 \) particles per continuous-valued density \( f(x_k, \theta_k = i|y_{1:k}) \) and \( B = 5 \) particles for the system noise density \( f(w_k) \) as well as \( A = 10 \) and \( B = 5 \). The IMM particle filter on the other hand used 100 and 1000 particles respectively. For the analysis of (ii), different values for the standard deviations of the system and the measurement noises were used.

The results of a representative simulation run (RMSE of the continuous-valued state) with standard deviation of the system noise \( \sigma_w = 1.5 \) and the standard deviation of the measurement noise \( \sigma_v = 1 \) are depicted in Fig. 3. For this simulation run, the particle filter used \( 10^3 \) particles per continuous-state density \( f(x_k, \theta_k | y_{1:k}) \) and the proposed filter used 10 particles per continuous state density and 5 particles for the system noise density. Table V shows the Root Mean Square (RMS) error of the continuous-valued state for all simulated scenarios. The proposed filter provides comparable results as the particle filter while requiring far less particles. In scenarios with low measurement noise, the presented filter outperforms the particle filter.

VI. CONCLUSION

In this paper, we presented an IMM filter that estimates the hybrid state of a stochastic hybrid system from measurements of the continuous-valued state. The considered SHS possesses arbitrary continuous-valued (linear or nonlinear) dynamics perturbed by an arbitrary additive noise. The discrete-valued state of the SHS, referred to as mode, is governed by a hybrid Markov chain. The probability density of the hybrid system state is expressed as a collection of densities of the continuous-valued state for each possible realization of the discrete-valued state. These continuous-valued densities are approximated by a deterministic Dirac mixture. To mitigate particle degeneration, the filter step is implemented as a progressive procedure.

In the simulated scenario, the proposed filter had a comparable performance as the IMM-PF while requiring much less particles for density approximation.
APPENDIX

A. Derivation of the Filter Equation

Derivation of (5) can be performed according to

\[ f(\hat{x}_k, \theta_k = j | y_{1:k}) = \int f(\hat{x}_k | \hat{x}_{k-1}, \theta_k = j, y_{1:k}) \, d\hat{x}_{k-1} \]

\[ = \int f(y_k | \hat{x}_k, \theta_k = j) \int f(\hat{x}_k | \hat{x}_{k-1}, \theta_k = j) \, d\hat{x}_{k-1} \]

\[ \times p(\theta_k = j | \hat{x}_{k-1}, \theta_{k-1} = i) \int \frac{f(\hat{x}_k | \hat{x}_{k-1}, \theta_k = j, y_{1:k-1}) \, d\hat{x}_{k-1}}{f(y_k | \hat{x}_k, \theta_k = j)} \cdot \frac{f(\hat{x}_k, \theta_k = j | y_{1:k-1})}{f(y_k | y_{1:k-1})} \cdot \cdot \cdot \]

\[ \frac{\text{prediction}}{\text{filtering}} \]

B. Transition Densities of Continuous-Valued States

For a system equation of the form (1) with additive arbitrary noise \( \nu_{k-1} \) that is independent from other quantities, the transition probability \( f(\hat{x}_k | \hat{x}_{k-1}, \theta_k = j) \) can be calculated according to

\[ f(\hat{x}_k | \hat{x}_{k-1}, \theta_k = j) \]

\[ = \int f(\hat{x}_k | \hat{x}_{k-1}, \theta_k = j, \nu_{k-1}) \, d\nu_{k-1} \]

\[ = \int \delta(\hat{x}_k - \hat{x}_{k-1}, \theta_k = j - \nu_{k-1}) \, d\nu_{k-1} \]

\[ = f^{\nu}(\hat{x}_k - \hat{x}_{k-1}, \theta_k = j) \]

The calculation of the likelihood \( f(y_k | \hat{x}_k, \theta_k = j) \) can be performed analogously.

C. Transition Densities of Discrete-Valued States

The transition probability \( p(\theta_k = j | \hat{x}_{k-1}, \theta_{k-1} = i) \) is given by

\[ p(\theta_k = j | \hat{x}_{k-1}, \theta_{k-1} = i) \]

\[ = E \{ 1(\theta_k, j) | \hat{x}_{k-1}, \theta_{k-1} = i \} \]

\[ = \int E \{ 1(\theta_k, j) \} b_k(\hat{x}_{k-1}, \theta_k - 1 = i, u_{k-1}) f^\theta(\theta_k) \, d\theta_k \]
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<table>
<thead>
<tr>
<th>Noise parameters</th>
<th>proposed filter ( A = 5, B = 5 )</th>
<th>proposed filter ( A = 10, B = 5 )</th>
<th>IMM particle filter 100 particles</th>
<th>IMM particle filter 1000 particles</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma_w = 1, \sigma_v = 1 )</td>
<td>1.6265</td>
<td>1.6166</td>
<td>1.6383</td>
<td>1.6117</td>
</tr>
<tr>
<td>( \sigma_w = 1.5, \sigma_v = 1 )</td>
<td>2.1460</td>
<td>2.0773</td>
<td>2.1705</td>
<td>2.0640</td>
</tr>
<tr>
<td>( \sigma_w = 1, \sigma_v = 1.5 )</td>
<td>2.0752</td>
<td>2.0712</td>
<td>2.0088</td>
<td>1.9932</td>
</tr>
</tbody>
</table>

TABLE I
SIMULATION RESULTS.