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Abstract

A novel nine transistor (9T) CMOS SRAM cell design at 32nm feature size is presented to improve the stability, power dissipation, and delay of the conventional SRAM cell along with detailed comparisons with other designs. An optimal transistor sizing is established for the proposed 9T SRAM cell by considering stability, energy consumption, and write-ability. As a complementary hardware solution at array-level, a novel write bitline balancing technique is proposed to reduce the leakage current. By optimizing its size and employing the proposed write circuit technique, 33% power dissipation saving is achieved in memory array operation compared with the conventional 6T SRAM based design. A new metric that comprehensively captures all of these figures of merit (and denoted to as SPR), is also proposed; under this metric, the proposed 9T SRAM cell is shown to be superior to all other cell configurations found in the technical literatures. The impact of the process variations on the cell design is investigated in detail. HSPICE simulation shows that the 9T SRAM cell demonstrates an excellent tolerance to process variations comparing with the conventional SRAM cells.
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1. Introduction

Advances in chip design using CMOS technology have made it possible to design very dense chips that deliver high performance at low power consumption. To achieve these objectives, the feature size of CMOS devices has been dramatically scaled to smaller dimensions. Over the last few years, devices at 45nm have been manufactured and the deep sub-micron/nano range of 32nm is foreseen to be reached in the near future as technology continues to scale down.

Power and density have become the key limitations in many designs as nanoscale devices are becoming a reality at rapid pace. Today’s high performance integrated circuits consume more than 40% of the total active mode power due to leakage currents. Furthermore, leakage is the only source of power consumption in idle circuit. For the foreseeable future, SRAM will likely remain the embedded memory technology of choice for many microprocessors and systems on chips (SoC) due to its speed and compatibility with standard logic processes [1]. With the advent of SoC, the design of power efficient SRAM structures has become highly desirable. One of the most effective approaches to meet this objective is to design SRAM cells that operate in ultra-low power mode. The decrease in supply voltage reduces the dynamic power quadratically and the leakage power is reduced linearly to the first order [2]. However, with an aggressive scaling in technology as predicted by the Industry Technology Roadmap, substantial problems have already been encountered when the conventional six transistors (6T) SRAM cell configuration is utilized at an ultra-low power supply, because this cell shows poor stability at very small feature sizes. Moreover, the small static noise margin makes the memory susceptible to radiation and errors in data retention. SRAM cell configurations with more than six transistors to reduce leakage power and improve stability have been proposed in [3] - [5]. An 8T
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cell [3] employs two more transistors to access the read bitline. Two additional transistors (thus yielding 10T cell designs) are employed in [4] [5] to reduce the leakage current. However, those previous researches still do not provide a complete viable solution for low power application on nanoscale technology due to leakage power, cell area overhead, and stability issues.

In this paper, a nine transistors (9T) SRAM cell is presented, and the presented 9T SRAM cell is more amenable than previous configurations to small feature sizes encountered in deep sub-micron/nano bulk CMOS technology. Simulations have been performed using Berkeley Predictive Technology Model at 32nm [22]. Compared with the 8T and 10T cells of [3] [4] [5], the proposed 9T scheme offers significant advantages in terms of power consumption and leakage. An optimal transistor sizing is found for the proposed 9T SRAM cell to increase stability and critical charge, thus tolerating soft errors. An innovative precharging and bitline balancing scheme for the write operation of the 9T SRAM cell is utilized for maximum standby power savings in a memory array. A novel metric that comprehensively captures all of these figures of merit is also proposed and used for comparison.

2. Review of SRAM cells

The conventional SRAM cell consists of 6 transistors (6T) as shown in Fig. 1. Issues regarding process variations and power supply voltages have been reported for this type of cell [4]. The conventional 6T SRAM cell has been found to be rather unstable for deep sub-micron/nano scale technology. This cell fails to meet the operational requirements due to the low read Static Noise Margin (SNM). Several configurations have been proposed to improve the SNM by adding separate read access structures to the original 6T configuration, thus making the read SNM equal to the hold SNM [3]-[5]. When the conventional SRAM cell is in the read operation, the pass gate is turned on and pulls the node that stores the logic “0” (for example, the node identified by ‘qb’ in Fig. 1) to a non-zero value. This decreases the read SNM, especially when a low power supply voltage is utilized. Fig. 2 shows the hold and read butterfly plot for a 6T SRAM cell at 0.6V. As shown in this figure, the read SNM is very low and is not acceptable for most memory designs.

To address the reduced read SNM problem, the read and write operations are separated by adding read access structures to the original 6T cell, thus increasing the transistor count to eight. As the read current does not significantly affect the cell value, the read stability of the 8T cell [3] is dramatically increased compared with the original 6T SRAM cell. By using this cell, the read SNM is determined by the two cross-coupled inverters. The worst-case stability condition encountered previously in a 6T SRAM cell is avoided and a high read SNM is retained. Therefore, the 8T cell has a higher read SNM than the 6T SRAM cell. However, for the 8T structure, the read bitline leakage is significant, especially in the deep sub-micron/nano ranges. When the column is not accessed, the leakage current through the read access cell may cause a severe voltage drop at the read bitline, thus errors may appear at the output. Since it has not yet been possible to design a high-density SRAM using 8T cells, this has lead to an investigation of other cell configurations such as the 10T structures in [4] [5] and the 9T structure as proposed in this paper. To prevent the leakage current from the read bitline, a PMOS transistor is added to the read access circuit in the 10T structures. However, by adding a PMOS to reduce the bitline leakage, the 10T SRAM cell suffers from a larger cell area and standby power consumption.

3. Proposed 9T SRAM cell

3.1. 9T cell scheme

The initial design of this 9T structure has been introduced in [6] [23]; Fig. 3 shows the proposed 9T SRAM cell. Similarly to the 8T cell of [3], the configuration from M1 to M6 is unchanged (same as in the 6T SRAM cell). “Write access” to the cell occurs through the write access transistors and from the write bitlines, WBL and WBLB. Read access to the cell is through the read access transistor and controlled by the read wordline, RWL. The read bitline, RBL, is precharged prior to the read access. The wordline for read is also distinct from the write wordline. The read SNM margin is maintained by retaining the write access circuit. For the 8T cell in [3], a leakage problem has been observed on the read bitline, this may cause data to change during the read operation, i.e. the bitline must be kept high, but it may drop to a low level due to the bitline leakage of other unaccessed cells. This problem limits the 8T cell to low-density applications. In the 9T cell, by adding a NMOS transistor (MN9) between MN7 and MN8, the bitline leakage is significantly reduced by the so-called “stack effect”. The reduced bitline leakage makes it possible to have more SRAM cells on a bitline for high-density SRAM designs. Simulation results in [23] have shown that 512 bitcells can be connected to the same bitline for 9T SRAM cell case while only 32 8T SRAM cells can be connected to one bitline at 0.6V power supply. With more bitcells on one bitline, less peripheral circuits are needed in the 9T SRAM array design. Therefore, the area of the 9T SRAM block is reduced.

For high density memory design, the SRAM cell should be sized as small as possible. However, for correct
operation a sizing constraint is applied to the conventional 6T SRAM cell shown in Fig. 1, i.e. the pull-down to the pass gate transistors ratio must be greater than 1.2 to avoid the read-upset problem [7]. However, in the 9T SRAM cell case, when the read is enabled (RWL=1), the read bitline (RBL) is conditionally discharged through the pull-down transistors MN7, MN9, and MN8 depending on the data stored at ‘qb’. The cell node is isolated from the bitline during the read operation, and it retains the hold mode SNM. Therefore, the transistor ratio between MN3 and MN1 can be decreased to achieve better performance. As the pull-down transistors (MN3 and MN4) are the largest transistors, a significant amount of power is saved by scaling down these transistors. As the loading capacitance of the access transistors (MN1 and MN2) decreases, the write delay will also be decreased. At the same time, the write-ability will be strengthened as the ratio between the access transistor and the pull-down transistor is increased.

The power-delay product is commonly used to show the impact of decreasing the pull-down transistors to improve the performance of the SRAM cell. Fig. 4 shows the power-delay product of the 9T SRAM cell at 0.6V power supply voltage for various transistor sizes. As the transistor size of MN3 decreases, the ratio between MN3 and MN1 decreases, thus both power consumption and write delay of the SRAM cell decrease due to the reduction in size of the pull-down transistor and the loading capacitance of the access transistors. Fig. 4 also shows the relationship between the MP5/MN1 ratio and the power-delay product. When the pull-up transistor MP5 or MP6 is large in Fig. 3, ‘q’ or ‘qb’ node can change faster from “0” to “1” at the expense of large power consumption. As the size of MP5 decreases, the power consumption decreases at the expense of circuit performance. Fig. 4 shows that the least value of the power-delay product of the SRAM cell is achieved when the MP5/MN1 ratio is between 0.83 and 1.17.

Although the read-disturb problem is solved by separating the read and write operations, the half-select disturb occurs when the wordline is on (while the column select is off) in the 6T, 8T, 9T and 10T SRAM arrays. This leads to another disturb similar to the read-disturb problem. If the half-select disturb problem is not solved in the 9T SRAM array, then the size of the pull-down transistors MN3 and MN4 cannot be reduced for better power-delay product performance because the read-disturb still exists. A hardware-based approach proposed in [8] utilizes local write wordlines that are only selected when the write control for the selected block is on. Fig. 5 shows the conceptual circuit scheme and waveforms of the proposed approach. The local write wordline WWL is generated by the global write wordline signal WWLB and the block select signal BSB. The write access transistors are only accessed when the block is selected for write (BSB is low). Therefore, the local write wordlines are only selected when the write control for the selected block is on, which avoids disturbing un-selected cells on an accessed row for a write operation. This scheme can be applied also to the 9T SRAM array to eliminate the half-select disturb problem.

Compared with the 6T differential SRAM, the 9T SRAM cell requires a single ended read port due to the separate read buffer. A single ended read operation requires a larger voltage swing at the read bitline and it provides a larger noise margin. For the 6T SRAM cell array, the differential bitlines must be precharged to $V_{dd}$ by the starting time of clock cycle and one of the bitlines needs to be discharged in every read cycle. However, for the single ended read bitline, the bitline is discharged only when state “1” is read out. Therefore, the transient probability of the bitline is reduced to half of the conventional SRAM, which reduces the switching power of the single ended bitline. In the SRAM design with differential bitlines, the sense point is set to 50mV, which is significantly lower than the sense point of the single end bitline (half $V_{dd}$). However, most cells will discharge the bitline at more than 50mV. [24] shows that the average voltage difference between two bitlines is 80% of $V_{dd}$. Therefore, the dynamic power of the differential SRAM, for example a 6T SRAM cell array, is higher than a single ended SRAM. The simulation results of [24] have shown that the readout power of the differential SRAM array is 25% higher than the single end SRAM array. Furthermore, as the 9T SRAM array allows more bitcells on one bitline, the area and power consumption of the peripheral circuits of the 9T SRAM array are significantly lower than for the 6T SRAM array.

The Read operation is important for high performance SRAM design. A 512-row, 128-column cell array has been designed to measure the read access time. For the 6T cell, the read access time is the time required for developing 50mV bitline differential voltage after the wordline is turned on during a read operation [25]. For the 9T cell, the read access time is the time required for discharging the bitline voltage to half $V_{dd}$ after the wordline is turned on during a read operation. HSPICE simulation shows that the read access time of the 6T SRAM cell is 74.60ps while the read access time of the 9T SRAM cell is 82.04ps (at 0.6V power supply voltage [23]. The single ended configuration in the proposed 9T SRAM cell results in a 10% degradation of readout time.

3.2. Data stability and write-ability

3.2.1. Static noise margin and write-ability

The pull-down transistors (MN3 and MN4) cannot be scaled down too much due to the stability considerations. Proper data retention strength is necessary for the SRAM cell, especially for the proposed 9T cell to operate at ultra-low power supply. The stability of SRAM cell is
usually represented by the SNM (the SNM is defined as the maximum value of DC noise voltage that can be tolerated by the SRAM cell without changing the stored bit [9]). The static noise margin (SNM) can be graphically found on the butterfly curve shown in Fig. 6. Its drawback is the inability to measure the SNM with automatic inline testers directly because the SNM still has to be derived by mathematical manipulation of the measured data after measuring the butterfly curves of the cell. An alternative method to characterize the SRAM stability is based on the N-curve of the cell measured by inline testers [11] [12]. The typical N-curve of the SRAM cell is measured by reading the input current at the internal storage node and by sweeping the storage node voltage from 0V to VDD.

Two common metrics for the SRAM cell static noise margin are the static voltage noise margin (SVNM) and the static current noise margin (SINM), and they are found on the N-curve in Fig. 6. At three points (A, B, and C) of the N-curve, the current at the internal storage node ‘q’ is zero. A and C correspond to the two stable points of the butterfly curve, while B corresponds to the metastable point on the N-curve. When the points A and B coincide, then the cell is at the edge of stability. The voltage difference between the points A and B indicates the maximum tolerable DC noise voltage at node ‘qb’ prior to changing its content. This metric is referred to as SVNM.

<table>
<thead>
<tr>
<th>SRAM cell</th>
<th>SNM</th>
<th>SVNM</th>
<th>SINM</th>
</tr>
</thead>
<tbody>
<tr>
<td>6T SRAM cell</td>
<td>28.3mV</td>
<td>208mV</td>
<td>5.89uA</td>
</tr>
<tr>
<td>(MN3/MN1=1.33)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8T SRAM cell</td>
<td>395.9mV</td>
<td>360mV</td>
<td>87.09uA</td>
</tr>
<tr>
<td>(MN3/MN1=1.33)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9T SRAM cell</td>
<td>367.7mV</td>
<td>371mV</td>
<td>68.15uA</td>
</tr>
<tr>
<td>(MN3/MN1=1.00)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The peak current between A and B can also be used to characterize the stability of the cell. This metric is referred to as the SINM. SINM is defined as the maximum value of DC current that can be injected in the SRAM cell prior to a change in its content. The voltage is swept from 0V to VDD at node ‘qb’ in Fig. 3, and the N-curves of the 9T SRAM cell at different MN3/MN1 ratios are extracted. Finally, the same voltage sweep is applied to the node ‘qb’ of the 6T cell during read operation. Fig. 7 shows the N-curves of the SRAM cells for different transistor size ratios. As shown in Fig. 7, when the MN3/MN1 ratio is 1.00, the SINM of the 9T cell is larger than the read SINM of the 6T cell (the larger SVNM of the 9T cell is retained due to the separate read and write operations). Table 1 shows the worst case noise margin comparison between the 6T SRAM cell with MN3/MN1=1.33, the 8T SRAM cell with MN3/MN1=1.33, and the 9T SRAM cell with MN3/MN1=1. The 6T SRAM cell has very small noise margin in terms of SNM, SVNM, and SINM, while the noise margins of the 8T and 9T SRAM cells are higher even in the worse case.

The N-curve is used for assessing the write-ability of the cell, because it provides a measure for the driving current in the write operation [12]. The write-trip current (WTI) is the negative peak between the points B and C when the cell is accessed and both bitlines are kept at VDD. Therefore, it specifies the amount of current required for writing, this is the current margin of the cell when its content changes. The smaller the absolute value of WTI, the easier it is to write into the SRAM cell. A good write-ability means that the pull-up ability of the SRAM cell ensures the write drivers and access transistors to overpower the load inside the cell. To increase the write-ability, the pull-up transistors MP5 and MP6 should be sized as small as possible. However, a good write-ability means that the data-holding capability of the SRAM cell degrades (possibly leading to soft errors), and this may make SRAM cells rather unstable at low power supply. The dynamic stability analysis described in the next section can be used to find the optimum pull-up transistor sizing for robust operation with respect to both good write-ability and resilience to soft errors.

### 3.2.2. Soft errors and dynamic stability

In this section, soft error tolerance and dynamic stability are analyzed for the proposed SRAM cell.

When a SRAM cell is holding data, a carbon or nitrogen atom can release a neutron from the atom’s nucleus if a cosmic ray collides with oxygen. If such neutron then collides with a silicon atom, it can split the atom’s nucleus into smaller charged particles. Moreover, if the silicon atom is in a semiconductor memory, the charged particles can change the contents of a memory cell, yielding a so-called “soft error.” [13] With technology scaling, the soft-error rate is expected to be significantly higher for deep submicron/nano SRAMs due to the lower VDD and smaller node capacitance.

The robustness of SRAMs against soft errors can be assessed by considering the critical charge, Qcrit [14]. Qcrit is the minimum amount of charge necessary to disturb the sensitive node of a SRAM cell. It exhibits an exponential relationship with the soft error rate. Therefore, Qcrit should be as high as possible to limit the soft error rate.

To determine the critical charge for a SRAM cell, a current generator is applied (through HSPICE) to the storage node of the SRAM cell (‘q’ and ‘qb’ in Fig. 3) as an equivalent noise source to the transient noise when the
cell is holding data. The pull-up PMOS transistor (MP5) is significantly weaker than the driver NMOS (MN3) due to the lower W/L ratio and low mobility, this makes the node storing a “1” weaker and more susceptible to soft errors than the node storing a “0”. The critical charge, \( Q_{crit} \), is estimated only at specific nodes having a low \( Q_{crit} \). For the 6T SRAM cell in Fig.1, the nodes ‘\( q \)’ and ‘\( qb \)’ have the same \( Q_{crit} \) due to symmetry in the structure. However, in the 9T SRAM cell proposed in Fig.3, the node with the lowest \( Q_{crit} \) is ‘\( q \)’ due to asymmetry in the 9T cell configuration.

Therefore, a current generator is applied to the node storing a “1” to determine the critical charge \( Q_{crit} \) in the worst case. The minimum total charge \( Q_{tot} \) can be found by finding the integrated current applied to the node storing a “1” to change the content of the cell. Fig. 8 shows the critical charge of the 9T SRAM cell for different MP5/MN1 ratios.

The tolerance of a SRAM cell to soft errors is enhanced by increasing the pull-up transistor size. It is important to find the pull-up transistor size by considering the conflicting constraint of write-ability and dynamic stability of the cell. As shown in Fig. 8, if a good write-ability is desired, the MP5/MN1 ratio should be as small as possible. However, if good soft error immunity is desired, the MP5/MN1 ratio should be as large as possible. However, MP5/MN1 is related to other design metrics such as power delay product, critical charge, write-trip current, and area. In this paper, to find the optimal design points considering all the design metrics mentioned above using the simulation data shown in Fig. 4 and Fig. 8, the proposed 9T SRAM cell uses the MP5/MN1 ratio of 0.67 to retain a high critical charge (compared to a cell with very weak pull-up transistors) and a low absolute value of WTI (compared to a cell with very strong pull-up transistors).

For the proposed 9T SRAM cell at 32nm feature size, this section has established the transistor size ratios (between the pull-up PMOS, the pull-down NMOS, and the access transistors) for low-power, best static and dynamic stability, and write-ability. These figures of merit (power, stability, and performance) are optimized in the proposed 9T SRAM cell when MP5/MN1 = 0.67 and MN3/MN1 = 1.00. Fig.9 shows the 9T SRAM cell with the transistor sizes found in this section.

3.3. Area

The layouts of the conventional 6T and 9T SRAM cells are drawn based on MOSIS deep sub-micrometer design rules [21] as shown in Fig. 9. For the 6T SRAM cell shown in Fig.1, the ratio of 1.33 is used for M3 and M1, and M1 and M5 have the same sizes as MN1 and MP5 shown in Fig.3 and Fig.9. In Fig.10, 3x2 SRAM cell arrays of 6T and 9T SRAM cells are shown to demonstrate that the SRAM cell can be integrated into an array design. General scaling has been applied to the MOSIS rule to scale the area of the SRAM cells to 32nm feature size by a factor of 1/S2. With the scaling factor, the area of the 6T cell layout at a 32nm feature size is 0.1899\( \mu m^2 \), while the area of the proposed 9T SRAM cell with optimal sizing at 32nm feature size is 0.2331\( \mu m^2 \). The area of the proposed 9T SRAM cell is increased by 22% comparing to 6T SRAM cell when the previously described transistor sizing process is used. The area increase is not due to the additional read bit line but to the additional transistors. The area of the proposed 9T SRAM cell is exactly same as the 8T SRAM cell.

In the traditional differential SRAM, a large area overhead is accounted due to the differential sense amplifiers (compared with the single ended design). In the single ended design, the readout circuit only consists of an inverter and a compensation keeper [24]. Furthermore, the proposed 9T SRAM cell is designed for low-power supply and high-density. As reported in [23], both 10T cell [4] and the proposed 9T cell can be used in high-density memory designs to reduce the area overhead due to the peripheral circuitry. Compared with its 10T cell counterparts, the 9T SRAM cell has an area reduction of 16.7%, which makes the proposed 9T cell configuration viable for high-density design. Therefore, in the proposed 9T SRAM design, less peripheral circuits are required and the overall area is saved.

4. Standby power reduction

In a short channel device, the drain-induced barrier lowering (DIBL) has a significant impact on the subthreshold current. In a short-channel device, the source and drain depletion width in the vertical direction and the source drain potential have a strong effect on the band bending over a significant portion of the device. Consequently, the threshold voltage and the subthreshold current of short-channel devices vary with the drain bias. This effect is referred to as DIBL [15] [16]. When a high drain voltage is applied to a short-channel device, it lowers the barrier height, resulting in a further decrease of the threshold voltage. As the threshold voltage decreases, the subthreshold leakage current increases exponentially. DIBL is enhanced at high drain voltages and shorter channel lengths. When the 9T SRAM cell in Fig.3 stores “0” (this is the worst-case leakage current scenario for the 9T SRAM cell), the sub-threshold current of MN1 is very high due to the large voltage difference between WBL and node ‘q’. This leakage current can be reduced by lowering the voltage at WBL.

In a conventional 6T SRAM design, following a write operation, both bitlines must be restored to \( V_{dd} \) to ensure a successful read operation. The write amplifier circuitry of [7] ensures that the selected bitline is back to a “high” value by generating a negative pulse to precharge the
selected bitline high after driving the bitline low to write “0” into the SRAM cell. Therefore, both bitlines (WBL and WBLB in Fig. 3) will be restored to a “high” state after the write operation. When the SRAM cell stores a “0”, the voltage difference between the drain and source of MN1 is $V_{dd}$, i.e. a large subthreshold current from WBL to ground will be present when the SRAM cell is in a standby mode.

Table 2
Power dissipation comparison at 0.6V Power Supply and Room Temperature

<table>
<thead>
<tr>
<th>SRAM cell</th>
<th>Slow Corner</th>
<th>Typical Corner</th>
<th>Fast Corner</th>
</tr>
</thead>
<tbody>
<tr>
<td>6T SRAM cell array</td>
<td>220.54nW</td>
<td>832nW</td>
<td>3.92uW</td>
</tr>
<tr>
<td>8T SRAM cell array</td>
<td>318.72nW</td>
<td>946nW</td>
<td>4.05uW</td>
</tr>
<tr>
<td>9T SRAM cell array without proposed bitline balancing circuit</td>
<td>296.90nW</td>
<td>903nW</td>
<td>3.99uW</td>
</tr>
<tr>
<td>9T SRAM cell array with proposed bitline balancing circuit</td>
<td>176.26nW</td>
<td>547nW</td>
<td>2.81uW</td>
</tr>
</tbody>
</table>

The subthreshold current from WBL to ground can be reduced exponentially by lowering the voltage at WBL in the standby mode. In this paper, the 9T cell configuration is complemented with a solution at circuit-level for bitline balancing. The new “write bitline balancing” circuitry is shown in Fig. 11. Fig. 12 shows the simulation results at a power supply voltage of 0.6V. When the WR_EN signal is enabled, the NMOS transistor NM1 is turned off, and a negative pulse is generated to precharge the bitline (that is going to be in the “high” state for a fast write). There is sufficient time to precharge the high rising bitline to a proper “high” state prior to accessing the SRAM cell because the WR_EN signal always arrives faster than the WWL and SEL signals. After the write operation, the WR_EN signal is removed from the column and NM1 is turned on to balance the voltage at both bitlines to half the value of $V_{dd}$. Therefore, the sub-threshold current from WBL to ground decreases exponentially due to the reduced $V_{ds}$ of the access transistor MN1. Furthermore, for the “write amplifier” circuitry in [7], the bitline voltage drops in the standby mode due to the leakage in the SRAM cell and this will increase the write delay. By employing the proposed write circuitry, the bitline leakage problem is significantly reduced. Therefore, this scheme provides an efficient solution to leakage at array-level.

For comparative evaluation, a 1x128 SRAM cell array operating at power supply voltage of 0.6V is used to assess the power dissipation of 6T and 9T cell arrays in standby mode. All the simulation results are obtained by using Berkeley Predictive Technology Model at 32nm [22]. The transistor sizes of the 6T and 9T SRAM cell are the same as discussed in Section III. As shown in Table 2, the 9T SRAM array with the proposed write bitline balancing circuit achieves a significant power reduction at the three different process corners, i.e. power savings of 33%, 20%, and 29% at typical, fast, and slow corners, respectively. Therefore, the subthreshold leakage is reduced both at cell-level and at array-level (by using the novel balancing circuitry as proposed in a previous section).

5. New metric for memory cells

To compare the different memory cell configurations found in the technical literature with the 9T cell of this paper, a novel metric is introduced in this section. This is required to comprehensively assess the performance (as a function of the delay), stability (with respect to noise) and power dissipation within a single yet comprehensive metric that relies on the simulation results of the previous sections.

It has been shown in [12] that SVNM and SINM must be both used when considering the static stability of a SRAM cell. Therefore, SVNM and SINM can be multiplied together, thus yielding a comprehensive figure of merit as the Static Power Noise Margin (SPNM), as first proposed in [12]. The Power Delay Product (PDP) is an important and often used to measure and compare the performance of the electronic circuits quantitatively. For SRAM cell, the standby power consumption is of major concern while the write delay gives an indication of the cell’s write ability. Therefore, the PDP for the SRAM cell of this paper is the product of the standby power and the write delay.

The proposed new metric combines the above figures of merit. For a high stable design, the SPNM should be as high as possible. However, for high performance and low power, the PDP should be as low as possible. The proposed new metric is given by dividing the SPNM by the PDP and this is referred to as the SPNM to PDP Ratio (SPR) [26]. The SPR (in units of 1/Secs) can be expressed as follows:

$$SPR = \frac{SVNM * SINM}{Power * Delay} \tag{1}$$

Equation (1) implies that the SPR provides a metric for high stability, high performance (low delay) and low power in memory cells. The decrease in write delay implies that it is easier to write data into the SRAM cell. Therefore, the stability of the SRAM cell is decreased. An improvement in delay performance usually requires larger transistors, thus increasing power consumption. So, it is often needed to comprehensively assess performance as a function of delay and stability with respect to noise, and use power dissipation as a single metric. The proposed
SPR provides a comprehensive metric for a SRAM cell in terms of delay, stability, and power. The proposed SPR also contains information on the cell’s area. As the area of the memory cell increases, the power delay product of the memory cell will increase due to the increase of node capacitance, causing a decrease in SPR. It is important to note that a small increase in area changes little the combined power-delay product for a cell. However, as the area gets further increased, the power delay product will increase.

Simulations have been performed using Berkeley Predictive Technology Model at 32nm [22]. Fig.13 gives the SPRs of the proposed 9T SRAM cell, a conventional 6T SRAM cell, the 8T SRAM cell of [3], the 8T SRAM cell of [3] with the proposed bitline balancing circuit of Fig.11, the 9T SRAM cell of [17] and the 9T SRAM cell of [17] with the same optimized 32nm transistor sizing (as established previously) at 0.6V power supply, typical corner and room temperature. For the 8T SRAM cell, the cell size is the same as the 9T SRAM cell in Fig.3 and Fig.9 but without MN9. Among the SRAM cells, the proposed 9T SRAM cell with optimum transistor sizing and the novel write bitline balancing circuit has the best SPR, i.e. the 9T SRAM cell achieves high stability as well as low power and high performance. Compared with the proposed 9T SRAM cell, a 6T SRAM cell has low power, but also low SNM and SINM. 8T SRAM cell shows lower SPR due to its high standby power. The utilization of the proposed bitline balancing circuit to this cell configuration improves the SPR, but it is still lower than for the 9T cell. It should be noted that the 9T SRAM cell in [17] achieves a high SNM and extra low power but it has a low SINM and a low circuit speed, thus achieving a low SPR.

Fig. 13 confirms that the proposed 9T cell configuration has the best SPR, hence attaining low power, high stability, and low delay within the comprehensive metric provided by the SPR.

6. Impact of PVT variations

Systematic and random variations in process, supply voltage, and temperature (PVT) are posing a major challenge to nano-scale integrated circuit design. The demand for low power causes supply voltage scaling, thus making voltage variations a significant design challenge. Furthermore, the need for growth in operational frequency occurs at high junction temperatures and within die temperature variations. Fig. 14 shows the static power and write delay product for the proposed 9T SRAM cell using the write circuitry in Fig. 11 and the conventional 6T SRAM cell design of [7] with inter-die variations. Simulation results show that the 9T SRAM cell has a lower power delay product as well as less sensitivity due to power and temperature variations because the proposed 9T SRAM cell and bitline balancing scheme reduce the leakage power up to 33% without degrading the speed of the memory cell. With the bitline balancing scheme, the subthreshold leakage of the 9T SRAM cell array is significantly reduced. The subthreshold leakage component takes a significant portion of the total power; therefore, the power delay product variation of the 9T SRAM cell is also reduced since the subthreshold leakage is very sensitive to temperature and voltage change.

As CMOS technology scales down into the nano ranges, process variations are a serious concern due to uncertainty in the device and interconnects characteristics. Process variations negatively impact the speed, stability, and power consumption of traditional SRAM designs [1]. In this section, the stability of SRAM cells is evaluated in the presence of process variations, i.e. intra-die variation and local mismatches, in the channel length and the threshold voltage of the transistors. Fig. 15 shows the power-delay product of the 6T SRAM cell and the 9T SRAM cell with variations in mobility, threshold voltage, and velocity saturation, respectively. Fig. 16 shows the power-delay product of the 6T SRAM cell and the 9T SRAM cell with variations in channel length. At 32nm feature size, channel length and threshold voltage variations have the most significant impact on cell performance while mobility and velocity saturation have the least impact. Monte Carlo analysis on the stability of the SRAM cells shows that the 6T cell could fail at 0.6V power supply, typical corner, and room temperature in the presence of process variations while the 9T cell has SNM of 240mV and SINM of 23.61uA at the worst case. Therefore, the 9T cell achieves excellent stability in the presence of process variations.

Monte Carlo simulation is usually used to investigate the process variation effect. However, at 32nm feature size, the SRAM parameter distributions are not Gaussian and Monte Carlo analysis using a Gaussian distribution is not accurate. Therefore, Importance sampling is used in this paper to increase the accuracy of the Monte Carlo analysis [27] [28]. The Importance sampling takes more samples from the tails of the parameter distributions. In this paper, a simple form of Importance sampling is used to perform process variation analysis for 9T and 6T SRAM cells at 32nm feature size. A distribution of the parameters with a higher standard deviation than the standard Gaussian distribution is used to draw more samples from the tails of the distribution [27]. The Importance sampling simulation in this paper uses a wider distribution of 8-sigma for the threshold voltage and the effective channel length of all transistors in the SRAM cells while Monte Carlo simulation uses 3-sigma distribution. The impact of the threshold voltage variations, i.e., process variations, on the power consumption of the individual SRAM cell has been assessed by the importance sampling method. The
threshold voltage distribution is modeled as a ± 20% Gaussian distribution with variation of threshold voltage at a ± 8-sigma level. Simulation results are shown in Fig. 17, where the power consumption of the 6T SRAM cell decreases as the average threshold voltage increases. In the 9T SRAM cell, the power consumption variation caused by the variation in the threshold voltage is significantly smaller than for the 6T SRAM cell case because the subthreshold leakage current is significantly reduced. Fig. 18 shows the distribution of the power delay product due to process variations, i.e. intra-die variation and local mismatches, including transistor geometry variations, threshold variation, and mobility variation. Unlike the power consumption Monte Carlo analysis due to process variation, more parameters need to be modeled for more accurate power delay product Monte Carlo analysis. Parameter variations are modeled using a ± 20% Gaussian distribution with variations at a ± 8-sigma level for all the parameters. All power delay product results are normalized with respect to the arithmetic mean of the power delay product of the proposed 9T SRAM cell. As shown in Fig. 18, the power delay product variance of the proposed 9T SRAM cell is also lower compared to the distribution of the 6T SRAM cell. The bitline voltage is reduced during standby mode by the balancing circuit in Fig. 11. Consequently, for the 9T SRAM cell, low power consumption and a considerable mitigation for the impact of process variations are accomplished.

7. Conclusion

In this paper, a new 9T cell has been proposed, and this new 9T SRAM cell achieves a lower power consumption compared with 8T and 10T cells. This 9T cell is best suited for high density memory design in the deep-submicro/nano range of 32nm.

This paper has presented a new design with an optimal sizing for the 9T cell by considering the N-curve and increasing the critical charge (for tolerating soft errors). An optimal pull-down to access transistor ratio has been found by considering cell stability and performance. Critical charge and the write-trip current are utilized to determine the optimum pull-up to access transistor ratio. Along with transistor sizing/scaling, an innovative bitline balancing scheme has been utilized to reduce the leakage current at memory array-level. Hence in this paper, memory design is addressed at both cell and array levels. Simulation results have shown that this write scheme for the proposed 9T SRAM cell-based array achieves a substantial reduction in power consumption at a typical process corner compared with a conventional 6T SRAM cell-based array. HSPICE simulation results confirm that the proposed scheme achieves a 33% power saving compared to the conventional SRAM array based on the 6T cell configuration. The simulation results have also confirmed that the proposed cell is highly stable and resilient to soft errors.

A new comprehensive metric for SRAM cells (denoted as SPR) has then been proposed. SPR is a composite performance measure in terms of high stability, low power and low delay. The proposed 9T SRAM cell has the best SPR among all cell configurations found in the current literature.

Finally, the impact of parameter variations on the power delay product has been analyzed; the simulation results show that the 9T SRAM cell offers superior energy and stability performance in the presence of PVT variations. In conclusion, this paper demonstrates that the novel 9T SRAM cell is a viable solution for highly dense and low power memory design at the nano range of 32nm.
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Appendix A. Figure Captions

Fig. 1. Worst-case stability condition of the conventional 6T SRAM cell.

Fig. 2. Hold and read butterfly plot of the conventional 6T SRAM cell at power supply voltage of 0.6V.

Fig. 3. Proposed 9T SRAM cell for low-power operation

Fig. 4. Power-delay product plot of the 9T SRAM cell

Fig. 5. Local write wordline generation scheme

Fig. 6. Butterfly plot and N-curve of the SRAM cell

Fig. 7. n-curve of the 9T SRAM cell with different MN3/MN1 ratios

Fig. 8. Write-trip current and critical charge of the 9T SRAM cell

Fig. 9. Proposed 9T SRAM cell with transistor sizes in W/L (nm)

Fig. 10. Layouts of a 3x2 cell array of a) the 6T, b) the proposed 9T SRAM cells

Fig. 11. Proposed write bitline balancing circuitry

Fig. 12. Simulation results for the write operation

Fig. 13. SPRs of different SRAM cells

Fig. 14. Power-delay product of the SRAM cells at different temperatures and power supplies for a) proposed 9T cell; b) 6T cell

Fig. 15 Power-delay product of the SRAM cells with the variations of mobility, threshold voltage, and velocity saturation for a) proposed 9T cell; b) 6T cell

Fig. 16 Power-delay product of the SRAM cells with channel length variations

Fig. 17. Distribution of the SRAM cell power dissipation due to threshold voltage variations for a) 6T cell; b) proposed 9T cell

Fig. 18. Power-delay product distributions of the 6T and the proposed 9T cell due to process variations