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Preface

Deriving entertainment and availing a variety of multimedia services via home-computers/laptops or mobile devices, have become commonplace for Internet users in this modern era. Growing high-speed networking technology coupled with the development of ultra-speed multimedia high-end machines facilitates the notion of rendering such media services at attractive costs. Network based multimedia services attempt to render best effort services at cheaper prices. For instance, a video rental store allows users to rent video cassettes, CDs/DVDs at a fixed price. In contrast, a networked multimedia service (NMS) allows a user to surf through a range of collections and obtain the desired content, without having to satisfy timing, or physical location restrictions. Furthermore, a user need not even be confined to a specific location, but could be roaming with a mobile device. Modern Video/Movie-on-Demand (V/MoD) services even allow complete interactivity by supporting functionality that includes variable-speed playback, fast-forward/forward, etc.

In the published literature there are several papers that present comprehensive studies of such NMS systems that are based on a wide spectrum of performance goals and topics. There are several text-books that expose fundamental multimedia technology at undergraduate to graduate level and even serve as guides to practitioners. However, the emphasis in this book is purely on the research perspective of a focused topic in the domain of multimedia. The emphasis in this book is in exposing a specific state-of-the-art NMS technology that is of recent vintage. The service infrastructure we are concerned in this book is for VOD and/or MoD. Although such services have been in place for some time with a varying degree of success, the manner in which these are deployed leaves many things to be desired in terms of supporting large client populations with adaptability, quality of service and low cost. With increasing user demands for multimedia on-demand services, rendering cost effective and reliable services becomes an imperative requirement.
The design of high-fidelity network-based VOD/MoD service infrastructure must carefully consider issues in optimizing various parameters, ranging from the data storage level to customer satisfaction, in terms of providing high quality, reliability and interactivity. To provide an idea of the challenge ahead, since 1997 the Internet traffic has doubled every 6 months, while in the past 5 years hard disk storage has doubled every year. In particular, the number of large size (typically >3GB) multimedia documents keeps increasing on the Internet and experts conjecture that by the year 2005/2006, more than 50% of the information available over the Internet will constitute of large multimedia documents. It is also conjectured that the percentage of requests to such large-volume multimedia document increases in a greater than linear fashion with time. NMSs are attractive from an economic perspective. For instance, in the case of VOD services, depending on the popularity of the movie, the cost per user can be reduced when clever placement of movies on the network is carried out. Thus, the design of a VOD system employs several technologies, ranging from disk arrays, to clever scheduling policies that maximize the use of networked resources.

Contemporary technology, more-or-less uses sophisticated high-end machines to render such NMS. These are typically maintained by the service providers, taking care of services at various physical network domains. Thus, users in a particular domain can avail service when subscribed to a local service provider. However, when a requested movie or a digital media document is not available with a local service provider, it may be fetched from other domains, when such a contract exists between parties when they are from different service providers. In contrast, a recent technology that is introduced in this book, exploits a distributed approach in rendering NMS to the clients by making use of time-and-bandwidth multiplexed strategies and data partitioning strategies. These strategies are shown to be very effective in minimizing large annoying waiting times for the users and simultaneously maximizing the number of customers that a service provider can attract. This technology, during its incipient stages, has stemmed from a mere theoretical interest and has subsequently been conceived as a practically viable scheme in addressing several issues that are akin to NMS elegantly. The key idea is to employ more than one server in rendering NMS to the clients. This technology can be referred to as a Multiple Server Retrieval (MSR) strategy, in general. A variety of issues that are germane to this domain, such as the minimization of access times/waiting times, buffer management, networking issues, fault-tolerance, etc are studied and thoroughly presented. A prototype that has been realized as a (working) proof-of-concept is also presented.

In this book, we expose most of the major research issues and challenges in this MSR media retrieval technology. As a word of caution, this technology
specifically suits retrieving long duration media documents, such as complete movies and Gbytes of both time continuous and discrete media data, over delay sensitive and unreliable network channels. Thus, this technology constitutes an alternative solution to existing problems, opening in the process avenues on how to make use of current Internet-like networks to render such NMSs.

The organization, presentation, and contents of the book are pitched at a research monograph level. The contents are carefully sorted in tune with the specific focus of the book and they are being derived from a number of published papers and articles from the recent literature. As this technology is still in its infancy, the available material is pooled from research efforts of the past 4 to 5 years and peripheral related material from the past 12 years. The mathematical background that is expected to go through the material is modest. Fundamental knowledge of Linear Algebra, Calculus, and Probability theory is expected as these are used throughout the contents, in a variety of occasions, to make the treatment more rigorous and complete. Proofs of all the theoretical claims in the form of Lemmas and Theorems are provided in an emphatic, comprehensive, and step-by-step fashion to render clarity. Several numerical examples in addition to rigorous simulation studies and implementations were provided to clarify all the results. Each chapter has been carefully written to have a continuous flow of contents in a systematic fashion and carries design recommendations for implementation specialists and system level designers. In every chapter, we provide a summary of source material in the form of bibliographic notes.

When it comes to the question of who are the potential users of this monograph, we see a wide spectrum of audience with diversified interests in this multimedia domain. This monograph can be used as a reference text for an advanced undergraduate level course in Multimedia Networking courses and in courses that use NMS topics. For graduate study, this book serves as a directly useful reference in introducing the state-of-the-art technology for students wishing to pursue research in this area. Certain chapters (specifically Chapters 3, 5, 6, and 7) can be a part of advanced graduate level courses. For teachers, additional material and notes are provided in bibliographic notes section at the end of each chapter for quick reference to other allied materials in this domain. This monograph can be used by researchers working directly in this and other related domains such as multimedia networking (at the applications and the network layers), multimedia computing & scheduling, distributed system design, digital document storage and retrieval, to quote a few. Researchers working in the area of Storage Area Networks (SANs) may find this material useful in terms of deriving ideas and algorithms for an alternate implementation, while handling large scale data storage and retrieval. Research organizations and corporate sectors can use this technology to enhance their existing solutions with the use
of an appropriately designed MSR wherever required, as distributed infrastructures and their mastery is what this monograph is all about. For entrepreneurs, certainly this monograph is challenging and entertaining as it exposes several new ideas that can be tuned to fit the current day market and technology trends. For instance, service providers can immensely benefit from this technology in terms of maximizing the number of customers who can subscribe to their NMS, as it has the potential to be a cost-effective and welcomed scheme for customers. Clearly, this technology renders a win-win situation!

In Chapter 1, we first explore a number of different technologies that are related to multimedia retrieval in general. We examine their characteristics from the viewpoint of how they relate to MSR, how they could benefit from MSR or vice-versa, or how they could be superceded by it.

In Chapter 2, we present an introduction to the MSR technology, and the underlying problem setting. We proceed to the design and analysis of a single and multiple installment servicing policy to minimize the access time. This chapter serves as a first, gentle exposure to the ideas underlying MSR design.

In Chapter 3, we extend the study of Chapter 2, to handle multiple clients and discuss a channel partitioning approach. We present a rigorous analytical study to quantify the performance gains which are validated by extensive realistic simulation models.

While Chapters 2 & 3 analyze in detail the design and performance of MSR technology, in Chapter 4, we introduce a modification to the overall approach taken by MSR, that reflects on how video playback can be performed in real-life. Here the client is allowed to initiate the playback soon after a critical portion is downloaded, as opposed to awaiting the completion of the download of an entire portion before kick-starting the playback.

In Chapter 5, we address the issue of packet loss and generic network unreliability that is one of the main issues hampering the deployment of VoD services. We show that small modifications to our mathematical framework suffice to make it capable of producing a robust schedule that is impervious to certain network problems. The trick is to allow the relaxation of the constraints it is based on.

In Chapter 6, we investigate ways for adapting to network variability, in the process extending the robustness of the schedules we can produce. In particular, we compare two competing approaches, one based on a multi-installment strategy and one based on the repetitive application of a single installment strategy. Rigorous discrete event simulations show that the latter can truly offer a robust, adaptable approach to handling network variability.
In Chapter 7 we present fault-tolerance analysis studies pertaining to server crashes and show how availability can be maximized. We specifically present analysis on how to retrieve media data that is lost either due to server crashes or channel failures. Here, we present deterministic and probabilistic approaches in deriving some significant analytical results. The results of this chapter are particularly useful in choosing a set of servers from a given pool depending on reliability/availability criteria.

The results of chapters 5, 6 and 7 indeed demonstrate the fact that MSR is a viable and useful technology to adopt for deploying multimedia services over public networks.

In Chapter 8, we present the design and implementation of a working MSR system based on the Jini platform. We provide a detailed account of the design and implementation of all system components, including the Client, the Server and other essential parts of the service infrastructure.

In Chapter 9, we present our view on the future and scope of MSR and discuss some other dimensions associated with the realization of MSR technologies.
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Chapter 1

DISTRIBUTED TECHNOLOGIES FOR MULTIMEDIA RETRIEVAL OVER NETWORKS

1.1. Video on Demand: The Challenge and Contemporary Solutions

Video or Movie on Demand (VoD/MoD) has been touted for a long time as the next best thing to be delivered over the public Internet. The problem is that the size of the data involved and the strict timing constraints that must be maintained are overwhelming challenges that have limited VoD to proprietary networks or niche markets.

The quality of offered services in the VoD domain is usually measured by:

- Access Time: how much time the client has to wait between making the request and the beginning of the actual playback (also referred to as initiation latency [39])

- Movie Quality: the number or interruptions, artifacts or distortions present in the playback due to network errors, packet losses, etc.

Although there is no universally acceptable quality (or distortion) metric [111], it is natural for a client to expect the highest possible quality, or at least the quality promised by the Service Provider.

If one considers only the elimination of playback artifacts, storing the movie before actual playback is an option. However, the delay involved and associated problems in Digital Rights Management (DRM) make this option a very unpopular one. Hence, the persistence of the research community in perfecting streaming in its various shapes and forms. Streaming, which is the popular term used to refer to concurrent playback and download, is not without problems as anyone who has actually tried it will attest.
A few examples can shed light to the problems involved:

- An MPEG-2 coded, DVD quality, feature-length movie has a typical bit rate of 7.5Mbps. If we assume that the movie is 100 minutes long and the playback must commence at the most 5 minutes after the client requests the particular media, then the above characteristics and requirements translate to the need to communicate a 5.24 GB document at a rate of 872 Kbytes/sec!

- Although the above example is extreme, moving to an advanced codec (e.g. MPEG-4) coupled with a modest SIF resolution (352x240 pixels), would enable the use of bit rates in the range of 300 kbps. If we again assume that the movie is 100 minutes long and the playback must commence 5 minutes after the client makes the request, then the client machine needs to receive a total of 214.58 MB at a rate of 34.88 Kbytes/sec which is still not a trivial task while at the same time the quality offered is a far cry even from TV-broadcast quality.

Past experience has shown that just “buffering" the data, i.e. storing a portion of the data before playback can start, is only part of the solution in VoD service deployment. The unpredictability of the communication media and the bulk of the data involved, require either special conditioning by the underlying network (e.g. multicasting) or dedicated architectures to be deployed (e.g. simulcasting). Contemporary solutions to these problems try to avoid the creation of bottlenecks or hot-spots in the network, by employing multiple “entities" in various stages of the data delivery process. The manifestations of this approach are:

- Scalable video : a video stream can be split into multiple streams, each carrying a piece of the information needed to reconstitute the original. Typically, a base and detail streams are created, where the detail stream can provide better temporal and/or spatial resolution but it is not required for decoding the base stream.

- Multicasting : in the case of a real-time video feed that is of interest to a wide audience, multicasting can provide the “goods" to multiple recipients with a minimum of network overhead.

- Simulcasting : was conceived as a unicast-based alternative to multicasting that uses the clients as repeaters and requires no special network support in the fashion that multicasting does. Several schemes have been proposed for building and maintaining the tree of participating nodes. It is also known as overlay or peer-to-peer (P2P) multicast.

- Multiple distributed servers: the content is delivered in disjoint parts by multiple servers, thus allowing for dynamic adaptation to network conditions and server loads.
In tandem with the above methods and depending on the possibility of data loss and its impact on the provided service quality, error correction and error concealment techniques can be utilized. In the sections that follow, each of the above techniques is presented and discussed in greater length.

The focus of this book is on the multi-server approach and what it has to offer towards realizing VoD over the public Internet. The distributed multi-server approach provides scalability and fault tolerance at the network connection level, as parallel video servers offer both at the storage level [66].

1.2. General Multimedia Storage and Retrieval Architectures

Under a network based service infrastructure, we will now study the following:

- Issues and challenges in the design of multimedia storage servers\(^1\)
- Different types of media delivery architectures and certain important criteria for jitter free presentation
- Basics principles in the design of admission control algorithms

Specifically, we will study some possible storage server architectures, the nature of data/objects being stored, and derive admissibility criteria for a jitter-free high quality service.

1.2.1 Multimedia servers: A resource management perspective

Future advances in multimedia technology will make it feasible for distributed systems to support a range of multimedia services on networks. Already there are a host of applications running on the network, however, somewhat restricted in their service abilities. Most of the systems are dedicated to cater a single service to a subscribed community. However, technology still needs to be improved in order to make a single server support a range of applications. As a networked multimedia server is expected to serve a large pool of clients, it is possible to view this server as a resource. In the following, we shall see how a single multimedia server manages the storage of media documents and present an admission control procedure that cleverly adapts to a large client pool.

1.2.1.1 Storage requirements

Multiple data streams: A multimedia object may consist of three types of components: audio, video, and text. By and large, these three components

---

\(^1\)These are referred to as VoD/MoD servers or just plain multimedia servers in the literature.
are separate when captured or composed and they could be handled as three
different streams. Of course, conventional movies are exceptional to this case.
Similarly, during the retrieval and delivery, these three streams are routed to
three different output devices. Storing these media may entail additional pro­
cessing for combining them during storage (multiplexing), and for separating
them during retrieval at the time of delivery (demultiplexing). On the other
hand, if the three media are stored separately, what needs to be stored is the
temporal relationships between the media types so as to ensure proper synchro­
nization between them during retrieval.

Continuous recording and retrieval of data streams: Recording and play­
back of motion video and audio are time continuous operations. The file system
must organize the multimedia data on the disks so as to guarantee that their stor­
age and retrieval proceed at their respective real-time rates.

Large size files: In general, the audio and video require very large storage
spaces. If the file system is to act as a basis for supporting media services such
as document editing, mail, distribution of news, VoD, entertainment, etc., it
must provide mechanisms for manipulating and sharing stored data. For these
mechanisms to be efficient on large data, disk access must be stream-lined. The
design of a file system that addresses the above issues is what a multimedia stor­
age server is all about. We will first see some most commonly used terminology
and notations used in this domain.

1.2.1.2 Some most commonly used terminology and notations
Following is a list of commonly encountered terms in video coding:

- **Frame**: A basic unit of video.
- **Sample**: A basic unit of audio.
- **Strand**: is an immutable, sequence of continuously recorded audio samples
  or video frames. The immutability of strands is a necessary condition to
  simplify the process of garbage collection.
- **Block**: is the basic unit of disk storage. There are two types of blocks: (i)
  *Homogeneous* and (ii) *Heterogeneous*. In the case of (i), all the data belong
to only one type of media and in (ii), the data contains multiple media.
- **Rope**: A collection of multiple strands (of same and different media) tied
together by synchronization information.

Table 1.1 summarizes a list of notations that will be used in subsequent para­
graphs for deriving continuity constraints. Thus, with the above notations, we
can write the expression for
Table 1.1. List of notations used in continuity constraints derivation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Explanation</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{ar}$</td>
<td>Audio recording rate</td>
<td>samples/sec</td>
</tr>
<tr>
<td>$R_{vr}$</td>
<td>Video recording rate</td>
<td>frames/sec</td>
</tr>
<tr>
<td>$R_{dr}$</td>
<td>Rate of data transfer from the disk</td>
<td>bits/sec</td>
</tr>
<tr>
<td>$R_{vd}$</td>
<td>rate of video display</td>
<td>bits/sec</td>
</tr>
<tr>
<td>$\eta_{vs}$</td>
<td>Granularity of video storage</td>
<td>frames/block</td>
</tr>
<tr>
<td>$\eta_{as}$</td>
<td>Granularity of audio storage</td>
<td>samples/block</td>
</tr>
<tr>
<td>$S_{vf}$</td>
<td>Size of the video frame</td>
<td>bits/frame</td>
</tr>
<tr>
<td>$S_{as}$</td>
<td>Size of audio sample</td>
<td>bits/sample</td>
</tr>
<tr>
<td>$l_{ds}$</td>
<td>Scattering parameter</td>
<td>sec</td>
</tr>
</tbody>
</table>

(i) The duration of the playback of a video block as, $\eta_{vs}/R_{vr}$.

(ii) The total delay to read a video block from a disk as, $l_{ds} + (\eta_{vs}S_{vf})/R_{dr}$

(iii) The time to display a video block as, $(\eta_{vs}S_{vf})/R_{vd}$. Note that this time is for decompression and Digital-to-Analog conversion.

### 1.2.1.3 Continuity requirements

For continuous retrieval of media data, it is essential that the media information are available at the display device at or before the time of playback. We refer to this as the continuity requirement or continuity constraint. If this constraint is violated, then the displaying device will starve for the data and the presentation continuity will be lost. We now analyze three kinds of service architectures - sequential, pipelined, and concurrent architectures for continuity requirements.

**Sequential Architectures:** These architectures serialize the read and display (similarly capture and store) operations. Each block is transferred from the disk to a buffer in the video device, and then displayed before initiating the transfer of the next block. The continuity requirement is met in this case if the sum of time to read a block from disk and the time to display it does not exceed the duration of its playback. That is,

$$
\left( l_{ds} + \frac{\eta_{vs}S_{vf}}{R_{dr}} \right) + \frac{\eta_{vs}S_{vf}}{R_{vd}} \leq \frac{\eta_{vs}}{R_{vr}}
$$

(1.1)

**Pipelined Architectures:** These perform read and display operations in parallel. If there are a minimum of two buffers on the video device, one holding the