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Abstract—In the following paper, we study the tradeoff between network lifetime and network utility for energy-constrained wireless sensor networks (WSNs) with the real-time requirement. By introducing a parameter \( r \), we combine these two objectives into a single weighted objective, and consider rate control and routing in this tradeoff framework simultaneously. For real-time requirement, we set up real-time constraints by forcing the end-to-end delay of each route to be bounded by the maximum tolerated delay and incorporate real-time constraints into the tradeoff framework. Consequently, the tradeoff model is formulated nonlinear programming. By using the dual decomposition method and gradient/subgradient algorithms, we propose a distributed algorithm to solve nonlinear programming. Rigorous analysis and simulation are presented in order to validate our algorithm.

I. INTRODUCTION

Wireless sensor networks have become a key technology for the 21st century due to their widespread application in disaster alerts, structural health monitoring, industrial and factory automation, as well as many other applications. In WSNs, one important issue is energy constraint—wireless nodes usually carry limited and irreplaceable power supply[1]. Besides the energy constraint, real-time constraint is another concern in industrial applications, especially for industry wireless networks[2]. Thus in this paper we will concentrate on an energy-aware algorithm for energy-constrained WSNs with the real-time requirement.

Since the seminal papers[3]-[4] were published, the network utility maximization (NUM) framework has been widely used to design congestion protocols. After that, multi-path routing problem for wired networks[5]-[6] and wireless networks[7] was incorporated into this framework. Recently, energy-aware routing protocols for wireless sensor networks has been designed to maximize the network lifetime[8]-[11]. In these works, network lifetime was defined as the period from the time instant when the network starts functioning to the time instant when the first node runs out of energy[9]. The objective is to maximize the network lifetime while guaranteeing the required traffic rate. However, since sensor nodes are assumed to have fixed source rates, the network likely cannot sustain these rates for the given system resource constraint. Hence, a rigorous framework was proposed to study the network utility-lifetime tradeoff problem for the first time[12]. However, the sub-gradient based approach did not allow a fully distributed solution. Before long, Nama et al. improved upon their earlier results by proposing a fully distributed implementation[13]. For congestion control and routing coupled subproblem, Nama et al. appended the objective with a concave regulation term involving the flow variables and introduced some lifetime variables. As a result, the coupled subproblem was vertically decomposed into a congestion control problem and a routing problem. However, this transformation is only the approximation of the original problem. In addition, extra introduced lifetime variables bring too much communication overhead. Different from [12] and [13], Zhu et al. used the variable substitution method to transform the original problem into a single variable constrained optimization problem[14]-[15]. Thus their algorithms are derived based on an equivalent transformation. Additionally, extra lifetime variables are not needed. Besides the above mathematical decomposition technique, another remarkable approach to distributed solutions is to use game theoretic solutions[16]. Our study belongs to the series of [12]-[15].

However, in the above literatures[8]-[15], constraints on the rates of data transmission were mainly dictated by flow conservation laws, maximum link capacities, and energy conservation laws. No particular attention was paid to the real-time task performed by the WSN. As far as we know, the distributed algorithm for applications that require real-time delivery of data is still missing. In this paper, the delay on each link is expressed as a convex and increasing function with respect to the link rate. We set up real-time constraints by forcing the end-to-end delay of each route to be bounded by the maximum tolerated delay. Considering rate control and routing jointly, we formulate the network lifetime-utility tradeoff problem as a nonlinear programming. By dual decomposition method and subgradient algorithm, we derive a distributed algorithm that converges to the optimal scheme solving the nonlinear programming.

Our work is similar to [14]-[15]. However, there are at least four differences. First, we remove the assumption that the network is under-loaded. Second, we consider the sensing energy that usually takes a non-negligible energy consumption in energy dissipation model. Third, our distributed algorithm can guarantee real-time requirement. Fourth, we describe the system model in the node-centric formulation method contrast to the link-centric formulation method[14]-[15]. The former three differences enable our algorithm to
be suited to wider application scenarios. The last difference makes our algorithm more robust than those of [14]-[15].

The rest of the paper is organized as follows. In Section II and Section III, we set up the network model. In Section IV, a distributed algorithm is developed for the network model. Section V presents numerical results and Section VI concludes this paper.

II. NETWORK OBJECTIVE

We consider a WSN that consists of a set $V$ of sensor nodes that are indexed from 1 to $N$ and a single sink that collects data from these nodes. There are two main metrics on the performance of WSNs, the network lifetime and the accuracy of information received at the sink node. In the following, we will define the two metrics in a rigorous mathematical formulation.

A. Network Lifetime

In a WSN, each sensor node is usually battery driven, non-rechargeable and irreplaceable. Thus, sensor nodes have much tighter energy constraints than the sink node. Here, we focus on the energy dissipated in the sensor nodes in this paper. Let $T_v$ denote the lifetime of node $v$, $v = 1, 2, \cdots, N$, i.e., the time at which it runs out of energy.

**Definition 1**[10]. We consider a general definition of network lifetime given by a concave function of the node lifetimes. In particular, we define

$$T_{net} = f(T_1, \cdots, T_N)$$

where $f: \mathbb{R}^N \rightarrow \mathbb{R}$ is a concave function in the vector of node lifetimes.

In this paper, we just concentrate on the special case of

$$T_{net} = \min_{v \in V} (T_v)$$

The lifetime maximization problem maximizes the time at which the first node dies, i.e., it minimizes the maximum ratio of average power consumption to initial energy among all nodes. Thus, the definition (1) balances the data flow in the network such that no node incurs a very high power consumption.

B. Network Utility

We use the utility function to describe the level of satisfaction attained by a source node. Different shapes of utility functions lead to different types of fairness. For example, the following family of utility functions, parameterized by $\alpha \geq 0$, is proposed in [18]:

$$U^\alpha(x) = \begin{cases} (1 - \alpha)^{-1}x^{1-\alpha}, & \text{if } \alpha \neq 1 \\ \log x, & \text{otherwise} \end{cases}$$

When $\alpha = 1$, the utility function guarantees to achieve proportional fairness; when $\alpha = 2$, then harmonic mean fairness; when $\alpha \rightarrow \infty$, then max-min fairness.

Based on the chosen utility function, we will adopt the NUM framework to study the rate allocation for WSNs. The objective function of the NUM can be formulated as

$$\sum_{v \in V} \omega_v U_v(s_v)$$

where $s_v$ is the rate allocation for source $v$ and $\omega_v$ is the weight associated with $U_v(s_v)$. In this way, we can achieve weighted fairness on source rates of sensor nodes.

C. Tradeoff between Network Lifetime and Network Utility

There is an intrinsic tradeoff between network lifetime and network utility. By introducing a system parameter $r \in [0, +\infty)$, we can combine these two objectives together as a single weighted objective. The weighted objective function can be obtained as follows

$$\sum_{v \in V} r \omega_v U_v(s_v) + T_{net}$$

Obviously, (3) degenerates to (1) for $r = 0$ and (2) for $r \rightarrow +\infty$.

III. CONSTRAINTS FORMULATION

We represent the WSN as a directed graph $G(V, L)$, where $L$ denotes the set of logical links. Let $L_{out}(v)$ denote the set of outgoing links from node $v$, $L_{in}(v)$ the set of incoming links to node $v$. Let $R$ denote the set of routes. Each route $r$ is assumed to carry data from a unique sensor to the sink.

A. Flow Conservation Constraint

On each link $l$, let $f_l$ denote the average amount of flow destined to the sink, $c_l$ the capacity of link $l$. Obviously,

$$0 \leq f_l \leq c_l$$

For the sink, we define a source-sink vector $s \in \mathbb{R}^N$, whose $v$th entry $s_v$ denotes the source rate at node $v$. Therefore, we obtain the flow conservation constraint

$$\sum_{l \in L_{out}(v)} f_l - \sum_{l \in L_{in}(v)} f_l = s_v, \quad v \in V$$

For simplicity, we define a node-link incidence matrix $A \in \mathbb{R}^{N \times |L|}$, whose entry $A_{vl}$ is associated with node $v$ and link $l$ via

$$A_{vl} = \begin{cases} 1, & \text{if } v \text{ is the transmitter of link } l \\ -1, & \text{if } v \text{ is the receiver of link } l \\ 0, & \text{otherwise} \end{cases}$$

The equation (5) can be compactly rewritten as

$$Af = s$$

where $f = [f_1, \cdots, f_{|L|}]^T$ and $|L|$ denotes the cardinality of link set $L$.

B. Real-time Constraint

Let $B_r$ denote the delay bound associated with route $r$. As [17], we assume that the queuing delays are the only non-negligible source of delay in a network and the network traffic can be modeled as Poisson message arrivals with independent exponentially distributed lengths. The delay expression of link $l$, namely $D_l$, can be $D_l = f_l/(c_l - f_l)$. Obviously, $D_l$ is a convex and increasing function with
respect to \( f_t \). The whole delay on the route \( r \) should satisfy the real-time requirement:

\[
\sum_{l \in L(r)} D_l \leq B_r, \ r \in R
\]  

(7)

where \( L(r) \) denotes the link set whose element \( l \) is a part of route \( r \).

\textbf{Comments 1}: Compared with queuing delays, the other delays (such as processing delays and computation delays) are usually negligible. For simplicity, we did not introduce the other delays. For some specific applications, the other delays may not be negligible[20] and this case is beyond the scope of this paper.

C. Energy Dissipation Constraint

Let \( \varepsilon_s \) and \( \varepsilon_r \) denote the energy consumed per bit in hardware in sensing and receiving data, respectively. We assume that all nodes have identical power dissipation characteristics in sensing and receiving. Let \( \varepsilon_l^s \) denote the energy consumed per bit in transmitting on link \( l \). Note that \( \varepsilon_l^s \) also includes the radiated energy per bit for reliable communication of link \( l \). \( \varepsilon_l^s \) is given by

\[
\varepsilon_l^s = \mu + \eta d^p_l
\]

where \( \mu \) is the energy cost of transmit electronics of node \( v \), \( \eta \) is a coefficient term corresponding to the energy cost of transmit amplifier, and \( d_l \) is the distance between two terminal nodes of link \( l \). \( n \) is the path loss factor, \( 2 \leq n \leq 4 \).

Then the total average power dissipated in the node \( v \) is given by

\[
P^v_{avg} = \sum_{l \in L_{s,a}(v)} \varepsilon_l^s f_l + \varepsilon_r \sum_{l \in L_{r,a}(v)} f_l + \varepsilon_s s_v
\]

(8)

Let \( E_v \) denote the initial energy of each sensor node \( v \), then we obtain the second constraint(energy dissipation constraint)

\[
\frac{E_v}{T_v} = P^v_{avg}
\]

(9)

IV. DISTRIBUTED ALGORITHM

A. Dual Decomposition

Next, we will combine the objective function and constraints above as follows:

\[
\max \sum_{v \in V} r_\omega U_v(s_v) + T_{net}
\]

s.t. (4), (6), (7), and (9)

\[
(10)
\]

The non-linearly constrained optimization problem (8) may be solved by centralized computation using the interior-point method for convex optimization, after the inverse transformation \( q_v = \frac{1}{T_v} \) that converts it into a convex optimization problem. However, in the context of WSNs, distributed algorithms are needed to solve (10). Next, we will work on the distributed algorithm by dual decomposition method.

Motivated by the fact that max-min rate allocation problem can be approximated in a distributed way with NUM framework as [18], we introduce an utility function \( W^\beta_v(q_v) \)

\[
W^\beta_v(q_v) = \frac{1}{\beta + 1} q_v^{\beta+1}.
\]

(11)

where \( q_v = \frac{1}{T_v} \). As a result, constraint (9) has to change correspondingly:

\[
E_v q_v = P^v_{avg}
\]

(12)

When \( \beta \rightarrow \infty \), \( \max \min_{v \in V} T_v \) can be well approximated by \(-\sum_{v \in V} W^\beta_v(q_v)\).

By choosing a sufficiently large \( \beta \), we study the following approximation version of problem (10)

\[
\max \sum_{v \in V} (r_\omega U_v(s_v) - W^\beta_v(q_v))
\]

s.t. (4), (6), (7), and (12)

(13)

Obviously, problem (13) is convex. It means that there is only a unique optimal objective value, i.e., a locally optimal solution is also a globally optimal solution.

We introduce Lagrangian multiplier vector \( \mu \in R^{|R|} \) for (7). The lagrangian dual function associated with problem (13) is:

\[
\max \sum_{v \in V} (r_\omega U_v(s_v) - W^\beta_v(q_v)) + \sum_{r \in R} \mu_r (B_r - \sum_{l \in L(r)} D_l)
\]

s.t. (4), (6), and (12)

(14)

For the given \( \mu \), we define \( D(\mu) \) as the maximum value of (14). The dual problem corresponding to problem (13) is given by

\[
\min_{\mu \geq 0} D(\mu)
\]

(15)

To solve the dual problem (15), we first consider the problem (14). Since both \( s_v \) and \( q_v \) are dummy variables that can be expressed by \( f \), we define

\[
Q(f) = \sum_{v \in V} (r_\omega U_v(s_v) - W^\beta_v(q_v)) + \sum_{r \in R} \mu_r (B_r - \sum_{l \in L(r)} D_l)
\]

\[
= \sum_{v \in V} (r_\omega U_v(s_v) - W^\beta_v(q_v)) - \sum_{l \in L} D_l \sum_{r \in R(l)} \mu_r + \Delta
\]

where \( \Delta = \sum_{r \in R} \mu_r B_r \) is non-relevant to \( f \) and \( R(l) \) denotes the set of routes that pass through link \( l \).

Since \( U_v(s_v) \), \( W^\beta_v(q_v) \) and \( D_l \) are differentiable, \( Q(f) \) is differentiable. Therefore, the gradient \( G(f) = \nabla Q(f) \) exits and its component is given by

\[
G(f_l) = \sum_{v \in V_l} (r_\omega \frac{\partial U_v(s_v)}{\partial f_l} - q_v^\beta \frac{\partial q_v}{\partial f_l}) - \frac{\epsilon_l \sum_{r \in R(l)} \mu_r}{(c_l - f_l)^2}
\]

(16)

where \( V_l = \{ v | A_{vl} = 1 \ or \ -1, \ v \in V \} \). The formula for updating \( f_l \) can be stated as

\[
f_l(t + 1) = [f_l(t) + \lambda G(f_l(t))]^b \]

(17)

where \( \lambda \) is the positive constant stepsize and \([f]^b = \max\{a, \min\{f, b\}\} \).
B. Subgradient-based Solution

Since $\sum_{v \in V} (r_{v} \omega_{v} U_{v}(s_{v}) - W_{v}(q_{v}))$ is not strictly concave in variable $\{s_{v}, q_{v}, f_{t}\}$, $D(\mu)$ may not be differentiable with respect to $\mu$. Hence, we have to adopt subgradient method to solve the dual problem (15).

At each iteration $k$, at point $\mu(k)$, a subgradient is given by [19]

$$g_{v}(k) = B_{v} - \sum_{l \in L_{v}} D_{l}(k), \quad r \in R$$

The dual variables are adjusted in opposite direction of the subgradients as follows:

$$\mu_{r}(k + 1) = [\mu_{r}(k) - \alpha(k) g_{r}(k)]^{+}$$

where $\alpha(k)$ is the stepsize at $k^{th}$ iteration.

C. Implementation

Now we present our distributed algorithm as follows:

At each iteration $k$

1) Routing Problem: At each iteration $t$

**Step 1:** Each sensor node $v$ computes $r \omega_{v} U_{v}(s_{v})$ and $q_{v} \partial U_{v}(s_{v})/\partial s_{v}$.

**Step 2:** Each sensor node sends back information computed in **Step 1** to their upstream neighbors.

**Step 3:** Compute the rate of all links.

For each sensor $v \in V$ do

1. Compute $G(f_{t}(t))$ with (16).
2. $f_{t}(t + 1) = \{f_{t}(t) + \lambda G(f_{t}(t))\}_{0}^{c_{v}}$.

end for

2) Dual Problem: For each sensor node $v$, it updates its dual variables $\mu_{r}$ according to the sum of delay along the route $r$

$$\mu_{r}(k + 1) = [\mu_{r}(k) - \alpha(k) (B_{r} - \sum_{l \in L_{r}} D_{l}(k))]^{+}$$

D. Convergence Analysis

The flow control algorithm (17) is a gradient algorithm. Let $F^{*}$ be the set of optimal solutions of problem (13). If constant stepsize $\lambda$ is positive and sufficiently small, then (17) can converge to an optimal solution $f^{*} \in F^{*}$. The algorithm (18) is a subgradient algorithm. If the stepsize $\alpha(k)$ in (18) satisfies $\alpha(k) \rightarrow 0$ when $k \rightarrow \infty$ and $\sum_{k=0}^{\infty} \alpha(k) = \infty$, then $\mu(k)$ converges to optimal dual solutions $\mu^{*}$ that solve the dual problem (15). Define $d(f(k), F^{*}) = \min_{f \in F^{*}} \| f(k) - f^{*} \|$, where $\| \cdot \|$ denotes the Euclidian distance. Then, we have the following convergence result.

**Proposition.** If the stepsize $\alpha(k)$ satisfies

$$\alpha(k) \rightarrow 0(k \rightarrow \infty), \quad \sum_{k=0}^{\infty} \alpha(k) = \infty$$

and there exists a positive and sufficiently small constant stepsize $\lambda$, then

$$\lim_{k \rightarrow \infty} d(f(k), F^{*}) = 0.$$
observe that any two curves associated these two sensors in Figure 2 and Figure 3 coincide with each other.

There are two routes originating from sensor node 5. We are curious about how the node 5 distributes its flow between $l_5$ and $l_6$. In Figure 4, $l_5$ completely dominates the flow generated by node 5, while the flow rate of $l_6$ is nearly zero. The reason is obvious. Node 2 and node 4 are the bottleneck nodes that have the higher power dissipation than the other nodes. Thus, the network lifetime must be the lifetime of node 2 or the lifetime of node 4 according to definition (1). The smart choice made by our algorithm can alleviate the burden of node 2 and balance the flow in the WSN.

Figure 5 shows the tradeoff curve between the network utility and network lifetime as the factor $r$ ranges from $r = 1.0 \times 10^{-30}$ to $r = 1.0 \times 10^{-25}$ for $\beta = 10$. By increasing $r$, the network lifetime can be traded for greater network utility through increased source rates. Alternatively, by decreasing $r$, network utility can be traded for greater network lifetime by reducing the source rates. We observe that when $r \geq 1 \times 10^{-30}$, the tradeoff between network utility and network lifetime is constant. That is due to the fact that some routes are saturated since the real-time constraints can not be violated.

VI. CONCLUSION

We have studied the tradeoff between network lifetime and network utility for energy-constrained WSNs with the real-time requirement. Considering rate control and routing under real-time constraints simultaneously, we have derived a distributed algorithm that has been guaranteed to converge to the optimal scheme of the tradeoff model by analysis and simulation.

There are several extensions of our work. Future research can be easily extended to the cases of multicommodity flows and multiple sinks. In wireless networks, the link capacity is not fixed any more when transmission scheduling and power assignment are considered. Thus, we will incorporate MAC/Physical layer issues into the lifetime-utility tradeoff framework in future.
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