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Abstract

In this work, we introduce a new discriminative training method for nonnegative dictionary learning. The new method can be used in single channel source separation (SCSS) applications. In SCSS, nonnegative matrix factorization (NMF) is used to learn a dictionary (a set of basis vectors) for each source in the magnitude spectrum domain. The trained dictionaries are then used in decomposing the mixed signal to find the estimate for each source. Learning discriminative dictionaries for the source signals can improve the separation performance. To achieve discriminative dictionaries, we try to avoid the bases set of one source dictionary from representing the other source signals. We propose to minimize cross-coherence between the dictionaries of all sources in the mixed signal. We incorporate a simplified cross-coherence penalty using a regularized NMF cost function to simultaneously learn discriminative and reconstructive dictionaries. The new regularized NMF update rules that are used to discriminatively train the dictionaries are introduced in this work. Experimental results show that using discriminative training gives better separation results than using conventional NMF.

Index Terms: Single channel source separation, nonnegative matrix factorization, discriminative training, dictionary learning.

1. Introduction

In single channel source separation problems, only one observation of the mixed signal is available. The solution of this problem usually relies on training data for each source signal. Nonnegative matrix factorization (NMF) [1] is usually used to train a set of basis vectors (dictionary) for each source signal in the magnitude spectrum domain. NMF is then used to decompose the mixed signal magnitude spectrogram as a weighted linear combination of the trained dictionary entries for all sources in the mixed signal. The estimate for each source is found by summing the decomposition terms that include its corresponding trained basis vectors [2, 3, 4].

One of the main problems of this framework is that the basis vectors for each source dictionary can represent the other source signals. When a dictionary of one source is able to represent the other source signals, the estimated separated signal for this source will contain signals from the other sources that are in the mixed signal. The solution for this problem is to learn the entries for each source dictionary to be more discriminative from the entries of the other sources’ dictionaries. Discriminative learning for NMF dictionaries here is not related to discriminative NMF which aims to train discriminative basis vectors for a single source [5]. Discriminative NMF is out of the scope of this paper. The novelty in this paper is to train nonnegative discriminative dictionaries simultaneously for the source signals. Discriminative dictionary for a source signal in this paper means that, a dictionary that is good in representing this source signal and at the same time is bad in representing the other source signals [6]. Enforcing the dictionary for each source signal to poorly represent the other source signals increases the separation capability of the NMF decomposition of the observed mixed signal. The NMF solution for training a dictionary for a source signal is usually not unique, and there are multiple solutions that can be used as a dictionary for the same source. In this paper, we are seeking a dictionary for each source during the training that minimizes the reconstruction error and preventing its bases from representing the other sources. To prevent the dictionaries from representing the sources of each other, we propose to minimize the cross-coherence between the source dictionaries. To achieve good representative and discriminative dictionaries with nonnegativity constraints, we formulate these objectives using a regularized NMF cost function with simplified cross-coherence penalties. The new update rules for simultaneously training the dictionaries that solve the regularized NMF cost function are introduced in this paper.

This paper is organized as follows: Section 2 shows a brief introduction about NMF. Section 3 describes SCSS using NMF. In Sections 4 and 5, we introduce the discriminative training for the nonnegative dictionaries which is our main contribution in this paper. In the remaining sections we present our experimental results.

2. Non-negative matrix factorization

Non-negative matrix factorization decomposes any nonnegative matrix \( V \in \mathbb{R}^{M \times N} \) into a nonnegative basis matrix \( B \in \mathbb{R}^{M \times K} \) and a nonnegative gains matrix \( G \in \mathbb{R}^{K \times N} \) as follows:

\[
V \approx BG,
\]

where \( K < M, N \). The solution of the matrices \( B \) and \( G \) can be found by solving the following generalized Kullback-Leibler divergence cost function [1]:

\[
\min_{BG} D_{KL}(V \| BG),
\]

where

\[
D_{KL}(V \| BG) = \sum_{k,l} \left( V_{k,l} \log \frac{V_{k,l}}{(BG)_{k,l}} - V_{k,l} + (BG)_{k,l} \right),
\]
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subject to elements of $B, G \geq 0$. The solution for equation (2) can be computed by alternating updates of $B$ and $G$ as follows:

$$
B \leftarrow B \otimes \frac{V B G^T}{1G}, \quad G \leftarrow G \otimes \frac{B^T V}{B^T 1},
$$

(3)

where $1$ is a matrix of ones with the same size of $V$, the operation $\otimes$ is element-wise multiplication, and divisions also are element-wise operations. The matrices $B$ and $G$ are initialized by positive random numbers and the multiplicative update rules in equation (3) guarantee the nonnegativity of the decomposition matrices.

3. Single channel source separation

In single channel source separation problems, we try to find estimates of source signals that are mixed on a single channel $y(t)$. For simplicity, in this paper we assume the number of sources is two. This problem is usually solved in the short time Fourier transform (STFT) domain. Let $Y(t, f)$ be the STFT of $y(t)$, where $t$ represents the frame index and $f$ is the frequency-index. Due to the linearity of the STFT, we have

$$
Y(t, f) = S^{(1)}(t, f) + S^{(2)}(t, f),
$$

(4)

where $S^{(1)}(t, f)$ and $S^{(2)}(t, f)$ are the unknown STFT of the first and second sources in the mixed signal. In this framework [7, 8, 9], the phase angles of the STFT were usually ignored. Hence, we can approximate the magnitude spectrum of the measured signal as the sum of source signals’ magnitude spectra as follows:

$$
|Y(t, f)| \approx |S^{(1)}(t, f)| + |S^{(2)}(t, f)|.
$$

(5)

We can write the magnitude spectrogram in matrix form as follows:

$$
Y \approx S^{(1)} + S^{(2)},
$$

(6)

where $S^{(1)}$ and $S^{(2)}$ are the unknown magnitude spectrograms of the source signals and need to be estimated using the observed mixed signal and the training data. The magnitude spectrogram for the observed signal $y(t)$ is obtained by taking the magnitude of the DFT of the windowed signal.

As shown in [2, 3, 10, 11], the main idea to solve $S^{(1)}$ and $S^{(2)}$ is to use NMF to train a basis matrix for each source. NMF is used to decompose the magnitude spectrogram of each source training data as follows:

$$
S^{(1)}_{\text{train}} \approx B^{(1)} G^{(1)}_{\text{train}}, \quad S^{(2)}_{\text{train}} \approx B^{(2)} G^{(2)}_{\text{train}},
$$

(7)

where $S^{(1)}_{\text{train}} \in \mathbb{R}_+^{M \times N_1}$ and $S^{(2)}_{\text{train}} \in \mathbb{R}_+^{M \times N_2}$ are the magnitude spectrograms of the training data for the first and second sources respectively, $B^{(1)} \in \mathbb{R}_+^{M \times N_1}$ and $B^{(2)} \in \mathbb{R}_+^{M \times N_2}$ are considered as trained dictionaries that are used in mixed signal decomposition as shown later. The update rules in equation (3) are used to decompose $S^{(1)}_{\text{train}}$ and $S^{(2)}_{\text{train}}$ in equation (7). After each NMF iteration the columns of the basis matrices are normalized using the $\ell^2$ norm and the gain matrices are calculated accordingly.

NMF is then used to decompose the mixed signal magnitude spectrogram $Y$ with the trained basis matrices $B^{(1)}$ and $B^{(2)}$ as follows:

$$
Y \approx \begin{bmatrix} B^{(1)} & B^{(2)} \end{bmatrix} G \quad \text{or} \quad Y \approx \begin{bmatrix} B^{(1)} & B^{(2)} \end{bmatrix} \begin{bmatrix} G^{(1)} \\ G^{(2)} \end{bmatrix}.
$$

(8)

The only unknown here is the gains matrix $G$ since the bases matrix $B_{\text{sep}} = [B^{(1)}, B^{(2)}]$ is fixed. The update rule of the gains matrix in equation (3) is used to find $G$. After finding the value of $G$, the initial estimate for each source magnitude spectrogram can be found as

$$
\tilde{S}^{(1)} = B^{(1)} G^{(1)}, \quad \tilde{S}^{(2)} = B^{(2)} G^{(2)}.
$$

(9)

The initial estimated magnitude spectrograms $\tilde{S}^{(1)}$ and $\tilde{S}^{(2)}$ are used to build spectral masks [3, 10] as follows:

$$
H^{(1)} = \frac{\tilde{S}^{(1)} + S^{(1)}}{\tilde{S}^{(1)} + \tilde{S}^{(2)}}, \quad H^{(2)} = \frac{\tilde{S}^{(2)} + S^{(2)}}{\tilde{S}^{(1)} + \tilde{S}^{(2)}},
$$

(10)

where the divisions are done element-wise. The final estimate of each source STFT can be obtained as follows:

$$
\hat{S}^{(1)}(t, f) = H^{(1)}(t, f) Y(t, f), \quad \forall z \in \{1, 2\},
$$

(11)

where $Y(t, f)$ is the STFT of the observed mixed signal in equation (5), $H^{(1)}(t, f)$ and $H^{(2)}(t, f)$ are the entries at row $f$ and column $t$ of the spectral masks $H^{(1)}$ and $H^{(2)}$ respectively. The spectral mask entries scale the observed mixed signal STFT entries according to the contribution of each source in the mixed signal [12, 13, 14]. The estimated source signals $\hat{s}^{(1)}(t)$ and $\hat{s}^{(2)}(t)$ can be found by inverse STFT of $\hat{S}^{(1)}(t, f)$ and $\hat{S}^{(2)}(t, f)$ respectively.

One of the main problems in this framework is that the basis matrices $B^{(2)}$ and $B^{(1)}$ sometimes can represent the first and second source signals respectively. When one basis matrix for one source is able to represent the second source, the estimate for each source in equation (9) will contain residual signals from the other source which degrades the separation performance. To fix this problem, the basis matrix for one source should be good in representing this source signal and at the same time to be bad in representing the other source. To achieve this goal, we will solve the two formulas in (7) simultaneously to consider the reconstruction error in equation (2) and the discriminativity penalties between the basis matrices $B^{(1)}$ and $B^{(2)}$.

4. Learning the dictionaries

The matrix $B$ in equation (1) can be seen as a dictionary with nonnegativity constraints that represents each column $v$ in $V$ as a weighted linear combination of its constituent vectors as follows:

$$
v_n = \sum_{k=1}^{K} g_{nk} b_k, \quad b_k \in B.
$$

(12)

where $v_n$ is the column $n$ in matrix $V$, $b_k$ is the column $k$ in matrix $B$ and $g_{nk}$ is its weight in the gains matrix $G$. One of the main quality measurements of a dictionary is its coherence [15]. The coherence is a measurement of the redundancy of the dictionary and small coherence indicated that the dictionary is not far from an orthogonal basis. Minimizing the coherence of a dictionary is defined as follows:

$$
\min_B \mu(B), \quad \text{where} \quad \mu(B) = \max_{b_i, b_j < B} \langle b_i, b_j \rangle,
$$

(13)

and $< \ldots >$ is the dot product. Given two dictionaries for two different source signals, we try to minimize the coherence between the first dictionary $B^{(1)}$ with respect to the second dictionary $B^{(2)}$ which is called cross-coherence [16]. Preventing
the two dictionaries \( B^{(1)} \) and \( B^{(2)} \) from representing the data for each other can be done by minimizing the following cross-coherence between the two dictionaries as follows:

\[
\chi \left( B^{(1)}, B^{(2)} \right) = \max_{b_i \in B^{(1)}, b_j \in B^{(2)}} b_i^\top b_j < b_i^{(1)} b_j^{(2)} >. \quad (14)
\]

We can achieve the minimum of \( \chi \) when every basis in \( B^{(1)} \) is orthogonal to each basis in \( B^{(2)} \). Since the two dictionaries are nonnegative matrices, if the set of bases in \( B^{(1)} \) are orthogonal on the set of bases in \( B^{(2)} \) we expect that some rows in \( B^{(1)} \) are zeros and their corresponding rows in \( B^{(2)} \) may have nonzero values and vice versa. We need to simplify the cross-coherence in (14) with another formulation that can be easily minimized with the nonnegativity constraint. We propose to replace the maximum in (14) with the summation. We define the simplified cross-coherence penalty as follows:

\[
\xi \left( B^{(1)}, B^{(2)} \right) = \sum_{b_i \in B^{(1)}} \sum_{b_j \in B^{(2)}} < b_i^{(1)}, b_j^{(2)} >. \quad (15)
\]

The obvious minimizer of \( \xi \) is still the set of bases in \( B^{(1)} \) that are orthogonal on the set of bases in \( B^{(2)} \).

The formula in (15) can be seen from a least squares point of view, ignoring the nonnegativity constraint, as follows: Given a spectrogram frame (vector) \( x \) of the training data of the first source that can be represented well using the first dictionary as \( x = B^{(1)} \gamma_1 \), if we try to represent \( x \) using the second dictionary by minimizing the following least squares problem as follows:

\[
\hat{\gamma}_2 = \arg \min_{\gamma_2} \| x - B^{(2)} \gamma_2 \|^2 ;
\]

the pseudo-inverse (least squares) solution for \( \hat{\gamma}_2 \) will be

\[
\hat{\gamma}_2 = (B^{(2)}\top B^{(2)})^{-1} B^{(2)}\top B^{(1)} \gamma_1.
\]

From the previous formula, if we want \( x \) not to be represented by \( B^{(2)} \) we need \( B^{(2)}\top B^{(1)} = 0 \). Minimizing the entries of the multiplication \( B^{(2)}\top B^{(1)} \) or \( B^{(1)}\top B^{(2)} \) minimizes the possibility of each source dictionary from representing the other sources.

The dictionaries \( B^{(1)} \) and \( B^{(2)} \) that minimize \( \xi \) in (15) may not be good representatives for \( S^{(1)}_{\text{train}} \) and \( S^{(2)}_{\text{train}} \) in equation (7). We use regularized NMF to find the basis matrices \( B^{(1)} \) and \( B^{(2)} \) that can solve equation (7) and minimize (15) at the same time.

5. Discriminative dictionary learning

To find better solutions for (7) and to find the basis matrices \( B^{(1)} \) and \( B^{(2)} \) that minimize (15) at the same time, we form the regularized NMF to solve (7) simultaneously as follows:

\[
C = D_{KL} \left( S^{(1)}_{\text{train}} \| B^{(1)} G^{(1)}_{\text{train}} \right) + \alpha D_{KL} \left( S^{(2)}_{\text{train}} \| B^{(2)} G^{(2)}_{\text{train}} \right) + \lambda \sum_{ij} (B^{(1)\top} B^{(2)})_{ij},
\]

(16) enforces the discriminability between the two dictionaries. The value of \( \alpha \) can be determined for example from the ratio between the sum of all entries in matrix \( S^{(1)}_{\text{train}} \) to the sum of \( S^{(2)}_{\text{train}} \) entries.

To find the update rule solutions for the basis matrices we follow the same procedures as in [7, 17, 18]. We express the gradient with respect to \( B^{(1)} \) of the cost function in equation (16) as a difference of two positive terms \( \nabla B^{(1)} C \) and \( \nabla B^{(2)} C \) as follows:

\[
\nabla B^{(1)} C = \nabla^{+} B^{(1)} C - \nabla^{-} B^{(1)} C. \quad (17)
\]

The cost function is shown to be nonincreasing under the following update rule [7, 17]

\[
B^{(1)} \leftarrow B^{(1)} \odot \frac{\nabla^{-} B^{(1)} C}{\nabla^{+} B^{(1)} C}. \quad (18)
\]

The gradient with respect to \( B^{(1)} \) of the cost function in equation (16) can be calculated as follows:

\[
\nabla B^{(1)} C = \left( 1 - \frac{S^{(1)}_{\text{train}}}{B^{(1)\top} G^{(1)}_{\text{train}}} \right) C^{(1)\top}_{\text{train}} + \lambda B^{(2)\top} 1^{(2)}, \quad (19)
\]

where \( 1 \) is a matrix of ones with the same size of \( S^{(1)}_{\text{train}} \), and \( 1^{(2)} \in \mathbb{R}_{1 \times K_1} \) is a matrix of ones. The gradient can be divided as in equation (17) as

\[
\nabla B^{(1)} C = \frac{S^{(1)}_{\text{train}}}{B^{(1)\top} G^{(1)}_{\text{train}}} C^{(1)\top}_{\text{train}} - \nabla^{+} B^{(1)} C = 1 C^{(1)\top}_{\text{train}} + \lambda B^{(2)\top} 1^{(2)}. \quad (20)
\]

The final update rule for matrix \( B^{(1)} \) can be written from equations (18, 20) as follows:

\[
B^{(1)} \leftarrow B^{(1)} \odot \frac{S^{(1)}_{\text{train}}}{B^{(1)\top} G^{(1)}_{\text{train}}} C^{(1)\top}_{\text{train}} - \frac{1}{1 C^{(1)\top}_{\text{train}} + \lambda B^{(2)\top} 1^{(2)}}. \quad (21)
\]

The only difference between the update rule of the basis matrix in equation (21) and equation (3) is the additional term in the denominator due to the cross-coherence penalty term.

Following the same procedures, the update rules for \( B^{(2)} \) is

\[
B^{(2)} \leftarrow B^{(2)} \odot \frac{S^{(2)}_{\text{train}}}{B^{(2)\top} G^{(2)}_{\text{train}}} C^{(2)\top}_{\text{train}} - \frac{1}{1 C^{(2)\top}_{\text{train}} + \lambda B^{(1)\top} 1^{(1)}}. \quad (22)
\]

where \( \lambda_2 = \lambda/\alpha \), and \( 1^{(1)} \in \mathbb{R}_{1 \times K_2} \) is a matrix of ones.

To see the effect of adding the simplified cross-coherence penalties between the two basis dictionaries, we can rewrite the update rules in equations (21) and (22) in more details as follows:

\[
B^{(1)}_{ij} \leftarrow B^{(1)}_{ij} \sum_k G^{(1)}_{\text{train},jk} S^{(1)}_{\text{train},ik} / \left( \sum_m G^{(1)}_{\text{train},jm} + \lambda \sum_l B^{(1)}_{il} \right),
\]

(23)

\[
B^{(2)}_{ij} \leftarrow B^{(2)}_{ij} \sum_k G^{(2)}_{\text{train},jk} S^{(2)}_{\text{train},ik} / \left( \sum_m G^{(2)}_{\text{train},jm} + \lambda \sum_l B^{(2)}_{il} \right) \cdot (24)
\]

We can see that, each row entry in matrix \( B^{(1)} \) is divided over the sum of the entries of its corresponding row in matrix \( B^{(2)} \) and vice versa. The extra term in the denominators penalizes
the rows with smaller values in one dictionary matrix more than penalizing their corresponding rows with higher values in the second dictionary. Making some rows in one dictionary to be close to zeros while their corresponding rows in the second dictionary have some values improves the discriminativity of the dictionaries as shown in equation (15).

The multiplicative update rules for the gain matrices $G^{(1)}_{\text{train}}$ and $G^{(2)}_{\text{train}}$ in (16) are exactly the same as the update rule for the gains matrix in equation (3). All basis and gain matrices are initialized by positive random numbers. After solving (16) and finding solutions for $B^{(1)}$, $B^{(2)}$, $G^{(1)}_{\text{train}}$, and $G^{(2)}_{\text{train}}$ the basis matrices $B^{(1)}$ and $B^{(2)}$ are used in mixed signal decomposition in (8). After decomposing the mixed signal, equations (9) to (11) are used to estimate the source signals $\hat{s}^{(1)}(t)$ and $\hat{s}^{(2)}(t)$.

### 6. Experiments and Discussion

We applied the proposed algorithm to separate a speech signal from a background piano music signal. Our main goal was to get a clean speech signal from a mixture of speech and piano signals. We simulated our algorithm on a collection of speech and piano data at 16kHz sampling rate. For speech data, we used the training and testing male speech data from the TIMIT database. For music data, we downloaded piano music data from the piano society web site [19]. We used 12 pieces with approximate 50 minutes total duration from different composers but from a single artist for training and left out one piece for testing. The magnitude spectrograms for the speech and music data were calculated by using the STFT: A Hamming window with 480 points length and 60% overlap was used and the FFT was taken at 512 points, the first 257 FFT points only were used since the conjugate of the remaining 255 points are involved in the first points. We trained 128 basis vectors for each source dictionary, which makes the size of $B^{(\text{speech})}$ and $B^{(\text{music})}$ matrices to be $257 \times 128$. In this experiment, we used the same values for the regularization parameters in equations (21, 22) which means $\alpha = 1$, $\lambda_2 = \lambda$.

The mixed data was formed by adding random portions of the test music file to 20 speech files from the test data of the TIMIT database at speech to music ratio of 0 dB. The audio power levels of each file were found using the “speech voltmeter” program from the G.191 ITU-T STL software suite [20].

Performance measurements of the separation algorithm were done using the signal to distortion ratio (SDR) and the signal to interference ratio (SIR) [21]. The average SDR and SIR over the 20 test utterances are reported. The source to distortion ratio (SDR) is defined as the ratio of the target energy to all errors in the reconstructed signal. The target signal is defined as the projection of the predicted signal onto the original speech signal. Signal to interference ratio (SIR) is defined as the ratio of the target energy to the interference error due to the music signal only. The higher SDR and SIR we measure the better performance we achieve.

Figure 1 shows the SDR and SIR values in dB for the estimated speech signal with different values for the regularization parameter $\lambda$. We can see that, increasing the value of $\lambda$ until $\lambda = 100$ improves the SDR and SIR values. That means enforcing cross-incoherence between two sources’ dictionaries gives better separation results and improves the signal to distortion ratio of the estimated speech signal. When $\lambda > 100$ the SIR is increasing but SDR is decreasing. Increasing $\lambda$ prevents the bases in the dictionary $B^{(\text{speech})}$ to be able to represent the music signal and also preventing the bases in $B^{(\text{music})}$ to be able to represent the speech signal which improves the SIR. However, increasing the value of $\lambda > 100$ makes each source bases in $B^{(\text{speech})}$ and $B^{(\text{music})}$ to start losing their ability to fully represent their own source signals, which leads to decreasing the values of SDR. According to the shown figure, a good candidate value for $\lambda$ that improves both SDR and SIR values for the used data sets is 100. Comparing the results of using only NMF without any constraint ($\lambda = 0$), we can see from the shown figure that discriminative training for the source bases models by using cross-coherence penalties can improve the performance of the separation process.

### 7. Conclusions

In this paper, we introduced a new discriminative training method for NMF dictionary models. The main idea was to prevent the dictionary of each source from representing the other sources by minimizing the cross-coherence between the source dictionaries. The proposed training method improved the performance of source separation.

![Figure 1: SDR and SIR in dB for the estimated speech signal.](image-url)
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