Abstract—Sketching and doodling are two techniques commonly used by choreographers to design a dance sequence. These sketches usually represent the trajectory of the dancer in the scene. A set of annotations can be used to differentiate the various dance movements. In order to have more control over the choreographed dance, a 3D animation is preferable. This paper presents a novel sketch-based approach to assist dance choreographers authoring dance motions in a 3D environment. The proposed approach allows a choreographer to storyboard a dance using stick figure sketches of a dancer. Inspired by traditional choreography, a set of simple annotations is introduced for ballet. These annotations help to retrieve and blend ballet ‘mini-motions’ in order to create a synthesized dance. To build the mini-motions, we have analyzed and processed several ballet movements available in a MoCap database.
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I. INTRODUCTION

Dance is an art form that involves rhythmic movements of the body. These movements are usually synchronized to a musical score and sometimes used to express an idea or story. Dance is used in many cultures as a form of emotional expression, social interaction, or exercise [1]. Many dances were developed as a feature of court festivities during the Middle Ages. Ballet, which originated from Italy and France between 15th and 16th centuries was one such dance [2]. With the popularity of ballet in France, special dance instructors or “Ballet Masters” began to appear [3]. They developed choreographic techniques to design dance patterns to be used throughout Europe. Dance choreography (also known as dance composition) is the act of composing dance patterns, usually intended to be performed in a concert [4]. Historically, choreographers have used drawings with a set of annotations to compose different dance patterns. The initial patterns are then observed and rehearsed several times to find any problems and correct them. Annotations play an essential part in this process, as they help document and preserve this traditional art form.

Over the decades, more than twenty annotation systems have evolved for ballet choreography, which can be divided into five categories: word abbreviations, track drawings, stick figure (visual) systems, music note systems and abstract symbol systems [5]. The classic word based annotations [6] and track drawing systems [7] are simple to use but not rich enough for the full control of 3D dance movements. On the other hand, rich but complicated 2D annotations (e.g. [8], [9]) are difficult to understand for novice dancers (see section III). It seems that stick figure systems [10], [11] provide a good balance between richness and simplicity.

Living in today’s digital world that has computerized many traditional processes, one might ask: is it possible to use simple 2D annotations to unambiguously identify 3D dance movements? With this, the traditional approach of ballet choreography can be accompanied by a dancing avatar. This helps choreographers view the resulting dance from an arbitrary angle that reduces the ambiguities related to the dance patterns.

Recently, there has been increasing interest towards sketch-based interfaces for creating and controlling animation. These interfaces have caused a shift in the field of 3D animation interfaces by providing a more natural means of interaction. While controlling the full range of human motions with a small set of simple annotations is a challenging problem, ballet consists of limited and constrained motions. Therefore, in this paper we propose a sketch-based approach to create ballet dance animations in a 3D environment.

Our interface is more closely related to the traditional media (pen and paper) used for choreography than the standard mouse-and-keyboard interface. This makes it possible to use our approach on tactile devices and interact with choreography similar to pen and paper. As illustrated in Figure 1, doodling a rough sketch in our prototype can trigger a ballet mini-motion. These mini-motions cover the basic movements of ballet, hence are strongly constrained. We introduce a simple set of stick figure annotations for representing these mini-motions. Creating realistic human motions over the full spectrum of natural movements is challenging because human motion features many subtle details that should be considered in animation. Using Motion Capture (MoCap) techniques [12] will address this issue and provide 3D animation clips with all the characteristics of a live performance.

To construct mini-motions, we segment the ballet motion clips from a MoCap database according to the poses defined...
in a standard stick figure annotation system. We then use a state of the art sketch recognition algorithm to associate the input sketch to the corresponding mini-motion. The retrieved mini-motions are added to a list that can be re-ordered for the best combination. We allow choreographers to sketch the trace of the dancer in the scene. The mini-motions are then smoothly blended together along this path to synthesize a complete dance.

The contribution of this paper is three-fold:

- The concept of sketch-based dance choreography: a rapid-prototyping approach for ballet composition.
- Using a dynamic motion blending mechanism to smoothly blend the captured mini-motions while following a trajectory.
- Analyzing the dance notations used in choreography in order to define a set of simple annotations.

The rest of the paper is organized as follows. In section II, we review the related work to sketch-based dance choreography. In section III, different dance annotations are analyzed. In section IV, we outline our system’s framework. The results of our approach are discussed in section V. Finally, the conclusions and future work are presented in section VI.

II. RELATED WORK

In dance choreography, different annotation systems have evolved to illustrate three dimensional movements on the two-dimensional surface of a piece of paper. However, as discussed in section I, only the stick figure systems [10], [11] are easy to read and have less ambiguity. Also, compared to the other annotation systems, they have fewer symbols. While a good annotation system helps one to document the dance in a more readable format, it is not enough to document all of the subtle movements of a performer in 3D space. Watching a performance is the typical means of learning a dance, nevertheless Guest [13] argues that filming a dance is not sufficient to communicate what is envisioned by the choreographer. Video-assisted systems such as Dance Designer [14] enhance the learning process of dance but only support limited viewing angles. This is problematic as, during the recording of a dance, some movements may be obscured by the dancer from certain angles. James et al. [15] introduce a video-based choreography system that uses a visual stick figure interface to retrieve archival dance footages for synthesizing new videos. Their approach is useful when all videos are taken from a single viewpoint which is not enough to capture all of the spatial information. DanceForms [16] tackles the lack of spatial information in 2D choreography by providing a 3D layer on top of an abstract notation [8]. While it helps in avoiding some of the ambiguities during dance composition and editing, the way it visualizes the dance steps is not very natural. This results mainly from the limitations of DanceForms’ dynamic animation generation. Connecting different motion clips from a MoCap database provides sufficient flexibility to create new motions on the fly. Web3D Dance Composer [17] uses this technique to animate realistic virtual ballet performances on the Web. However, it does not provide an easy to use interface for choreographers that resembles the way they usually author and edit the dance patterns on a piece of paper.

In recent years, sketch-based interfaces for doodling and controlling animation have gained popularity. Lee et al. [18] present the idea of real-time control of a three-dimensional character’s motion in a 3D environment using a sketched path. Davis et al. [19] introduce a new sketching interface for rapidly creating animations for an articulated 3D figure from 2D sketches of the character in the desired key frame poses. Thorne et al. [20] use a sketch-based interface to sketch a character’s motion. They parse user inputs and map them to a parametrized set of output motions that reflect the location and timing of the input sketches. Oshita [21] presents a pen-based intuitive interface to control human motion interactively. He employs the pen as a metaphor of sketch,
and directly maps pen movements to the figure motions. Figueroa et al. [22] introduce a sketch-based interface for creating an animation with sound from a drawing on paper. They use a combination of object symbols, actions and arrows for animation generation. MotionMaster [23] provides a sketch-based approach for choreographing Kungfu motions at the early stage of animation creation. It approximates realistic character motions that can be iteratively optimized and refined by animators to be used later in production. These techniques are useful for generating expressive motion in real-time; however, they support a limited subset of gesture vocabulary in 3D such as direction, orientation and speed, which is not enough to create detailed dance motions.

III. Annotation Analysis

The symbolic representation of human movement is called dance annotation [13]. The process of dance annotation requires reducing the four-dimensional movement of a dance (time being the fourth dimension) to a two-dimensional surface of paper [24]. Therefore, in order to create a sketch-based system for choreography, we need a simple and comprehensive annotation system. Our preference is to use annotations that can be drawn as a single line. Also, it is vital that there exists no ambiguity when a 3D motion is created out of these annotations. There are more than twenty annotation systems for ballet choreography [5]. Here, we analyze some of the most relevant systems to our work that can visually represent dance movements.

The first known attempt to gather a full set of dance annotations was Feuillet’s book: “Choreography; or, the Art of Describing the Dance” [7]. His notation was based on adding specific symbols to the trace of the dancer on the floor (see Figure 2). Our sketch-based approach is partly inspired by this system, because it provides a visual clue as to the location of the dancer in the scene. After Feuillet, many other notations were developed by choreographers. Arthur Saint-Léon in France introduced a choreography system based on stick figures. Friedrich Albert Zorn, a successful German dancer, choreographer, and dance theorist, extended this notation in Ukraine. He published his new annotation system in a book entitled: “Grammar of the Art of Dancing” in 1905 [10]. Figure 3 represents a sample choreography using Zorn’s system. The simplicity of Zorn’s annotations motivated us to use stick figure-based annotations in our approach.

Another important ballet notation, that mostly focuses on the adaptation of motions to music notes, was developed by Vladimir Stepanov [25] in his book “Alphabet of Movements of the Human Body” (see Figure 13). Mapping movement annotations to music notes makes the input mechanism for sketch-based dance creation more complex, although the problem of mixing these two aspects remains an interesting future work. In the 1920s, Rudolf von Laban [8] introduced labanotation, which is a system for analyzing and recording human movements. His notation uses three staves that run vertically from bottom to top (see Figure 13). These abstract block symbols are used in some digital choreography techniques, e.g. DanceForms [16]. In 1940, Rudolph Benesh [11] developed Benesh movement notation, which is still used in many companies including the Royal English Ballet. Benesh’s system uses five horizontal staves, similar to the staves of a musical score (see Figure 13). These lines are read from left to right, where each line refers to one part of the body. More recently, Noa Eshkol and Abraham Wachmann [9] introduced a new movement notation called Eshkol-Wachman notation. They use numbers and a small set of symbols to record each possible movement (see Figure 13).

In short, based on our observations and analysis of the pros and cons of each annotation system, it seems that annotations that use the trace of the foot or body of the performer on the floor e.g. [7] aid in understanding the dance better. However, they project the 3D movements onto a 2D plane, which is not enough to represent all spatial information.
On the other hand, the music note annotations e.g. [25] are helpful for another important aspect of dance. However, they can add the complexity of the input annotations. Also, regardless of the richness of the abstract systems e.g. [8], [9] they are difficult to be used as a simple doodling/sketching interface in compare with the stick figure systems [10], [11] that are easy to read and have less ambiguity.

As part of our analysis, we engaged in some informal discussions with a few ballet masters, choreographers and university instructors. These field studies highlighted their tendency towards using simpler notations, preferring stick figure notations over abstract symbols because it was more aligned with their artistic direction in dance. This motivated us to use a simplified version of Zorn’s annotation system [10]. We do not require the full range of Zorn’s detailed annotations, as only one annotation is needed per mini-motion.

IV. METHODOLOGY

In this section, we provide a detailed description of our sketch-based approach to dance choreography. Figure 4 illustrates our proposed steps to synthesize a dance from a set of mini-motions. First, we introduce the new stick figure annotations developed for this project. Then, we discuss how the corresponding mini-motions were acquired and prepared. Next, the sketch recognition approach that assigns annotations to mini-motions is explained. Finally, we describe how these recognized mini-motions are synthesized into a dance animation.

A. Stick figure annotation

As described in section III, we have elected to use a simplified version of Zorn’s annotation system [10]. Hence, our annotations can be simple and also closer to the common shape of the stick figures. This is due to the fact that we only need them in order to retrieve a mini-motion, i.e. a sequence of keyframes. Figures 5(a), 6(a), and 7(a) show Zorn’s notations for the Pirouette, Jeté and Rond de jambe movements respectively. To create one of these ballet motions, choreographer must draw every single pose, such as bending the left leg, stretching it, transferring to the other leg etc. For instance, in Figure 6(a) a combination of 5 different annotations (plus a repeat sign) are used to describe poses and movements. Figures 5(b), 6(b), and 7(b) illustrate our stick figure annotations that describe the entire sequence of comprising keyframes using only a single representative pose. Instead of showing the details of every movement, this pose captures the main characteristics of the move (according to the vocabulary of ballet). This pose may be accompanied by one or two movement arrows. The curved arrow shows which way the character turns while the straight arrow is used to indicate the direction of movement for the corresponding part of the body. For example, Figure 6(b) shows our alternative to Figure 6(a) using one representative pose and one movement arrow. These new annotations help choreographers focus on the main features of the motions rather than annotating every detail of the performance.

B. Using captured motions

To create a 3D dance with all the details of a real performance, we gathered a set of MoCap data for ballet. Capturing ballet motions is not easy for MoCap studios perhaps because ballet shoes usually do not work on their floors. Therefore, we were able to use only a small subset of the motions in the Motion Capture Database of Carnegie Mellon University [26]. These motions are first cleaned, adjusted and skinned using a motion editing tool [27]. The quality of the motions is acceptable, however, these motions contain full ballet dance sequences and need to be segmented into mini-motions. Therefore, we use a dynamic animation generation tool [28] to segment these motions into smaller
Figure 7. Rond de jambe (a) in Zorn Annotation and (b) in our annotation.

Figure 8. The Jeté mini-motion prepared according to the annotations provided in Figure 6(a).

components. Figure 8 shows five frames of the Jeté mini-motion carefully extracted from a larger clip. We visually matched the start and end frames of this mini-motion with the corresponding Zorn annotation shown in Figure 6(a). This process provides us with a basic set of ballet mini-motions \( m_1, m_2, \ldots, m_k \) which are stored in our mini-motion repository.

Currently, in our prototype we have 30 mini-motions that covers only a fraction of the vocabulary of ballet. These mini-motions can be visually inspected and selected from a list. However, in practical scenarios we may have hundreds of mini-motions that makes the visual or text-based selection difficult. We address this difficulty using a stick figure sketch recognition approach.

C. Annotation assignment and sketch recognition

The next step, after preparing a set of mini-motions, is assigning their corresponding ballet annotations. As we use sketch-based input, we want to be able to retrieve mini-motions by sketching the corresponding annotations. We aim to support freeform strokes, without constraining the input to follow a specific order. Also, to complete the annotations, multiple strokes are usually needed. Finally, because of the branching structure of the stick figures, they do not fall into the category of simply recognizable shapes and need special treatment.

We experimented with a number of state-of-the-art gesture recognition algorithms to see which one better detects the drawn annotations with the discussed characteristics. We found that the SP Point-Cloud Recognizer [29] provides acceptable result for our approach, because it recognizes unordered point-clouds in a low-cost, accurate and fast way. It uses the nearest-neighbor approach to match the point cloud of the candidate gesture \( (C) \) to the point cloud of a template \( (T) \) in the training set with the smallest distance. To compute the matching distances, both \( C \) and \( T \) should be resampled to the same number of the points. To reduce the error rate, we store 10 different templates for each annotation in the training set. There templates follow no constraints on the number of the strokes, stroke ordering and stroke direction. Based on the recognized annotation, one of the mini-motions \( m_1, m_2, \ldots, m_k \) is retrieved.

D. Sketch-based dance choreography

In our method, we start with a sequence of sketched annotations (see Figure 1), then retrieve a sequence of mini-motions \( m_{i_1}, \ldots, m_{i_l} \) where \( i_1, \ldots, i_l \in \{1, \ldots, k\} \). As shown in Figure 4, after the mini-motions are retrieved, they can be re-ordered or re-arranged if necessary. To play the dance in the scene, the choreographer needs to specify the main trajectory of the dancer by drawing a path \( p(u) \) on the floor of the 3D space, similar to the Feuillet system [7]. Mini-motions are then blended together and played along this path in the same order of their appearance as in the list of movements. This allows one to preview and evaluate the synthesized dance from different angles. Figure 9 shows a dance sequence created using this approach with 4 mini-motions, which follows the given path.

To create the trajectory \( p(u) \), we trace the intersection points between the floor plane and the ray shot along the view direction from the current mouse position (see Figure 14). This path is then denoised and parameterized. As indicated in Figure 10, to align the motion along the sketched path, we first find the current direction \( \overrightarrow{d} \) of the avatar using the quaternion rotation of its root joint at \( p(u_t) \). Then, we tilt avatar’s direction toward the tangent direction \( \overrightarrow{d} \).
Figure 11. Unity3D's state machine is used to blend different mini-motions.

Figure 12. Blending two mini-motions using linear interpolation.

approximated by \( p(u_{t+1}) - p(u_t) \). The cross product \( \vec{r} \times \vec{d} \) is used at each frame to calculate the dancer’s tilt angle. By aligning the direction of the root joint at \( p(u_t) \) with the given path, the footsteps will follow the path automatically. To avoid visual discontinuity between footsteps of different mini-motions, they are adjusted to playback smoothly for each mini-motion.

To animate a smooth dance, the mini-motions need to be blended smoothly. For this purpose, we use the state machine mechanism of the Motion Graphs [30]. The mechanism used in the Unity3D [28] is based on similar technique. Figure 11 shows a portion of the states and transitions that we created using MecAnim Animation System of Unity3D. A sample transition is shown in Figure 12 that linearly blends the end frames of mini-motion ‘attitude’ to the starting frames of the succeeding mini-motion ‘expressive arms’.

V. RESULTS AND DISCUSSION

Figure 14 shows a screenshot of the prototype created to support the approach discussed in section IV-D. In the left panel, the choreographer can focus on annotating dance steps by sketching their representative poses. If a mini-motion is successfully retrieved for this sketch, the corresponding icon can be added to the list of movements. Mini-motions in the list are represented with different color codes. The order of the mini-motions in this list can be easily changed. The trajectory of the dancer can be drawn interactively in the top view window. By hitting the play button in the playback bar, the dynamic blending mechanism is started. At the same time, the dancer is shown in the perspective view as well as the orthogonal view.

<table>
<thead>
<tr>
<th>P \text{Comparing Jumping Sequence}</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Feuillet</strong></td>
</tr>
<tr>
<td><img src="image" alt="Feuillet" /></td>
</tr>
<tr>
<td><strong>Zorn</strong></td>
</tr>
<tr>
<td><img src="image" alt="Zorn" /></td>
</tr>
<tr>
<td><strong>Benesh</strong></td>
</tr>
<tr>
<td><img src="image" alt="Benesh" /></td>
</tr>
<tr>
<td><strong>Stepanov</strong></td>
</tr>
<tr>
<td><img src="image" alt="Stepanov" /></td>
</tr>
<tr>
<td><strong>Eshkol</strong></td>
</tr>
<tr>
<td><img src="image" alt="Eshkol" /></td>
</tr>
<tr>
<td><strong>Laban</strong></td>
</tr>
<tr>
<td><img src="image" alt="Laban" /></td>
</tr>
</tbody>
</table>

**Our approach**

![Our approach](image)

This simple and natural interface allows people to observe the dance steps from different angles as visualized in Figures 15 and 16. Animated avatar in 3D scene provides a great opportunity to observe and learn ballet movements. Additionally, a sequence of screenshots taken from a good angle can be used for traditional media such as books. This can save a lot of time in drawing and publishing the training materials.

Figure 13 compares representation of a standard jump motion in our new annotation against other annotations that are commonly used for ballet choreography. Evidently, the ability of retrieving mini-motions helps us to greatly simplify the input annotation.

A. Implementation details

Our prototype is designed and implemented in the Unity3D game engine [28] with C# as a scripting language. As shown in Figure 17, we first import the mocap data of Carnegie Mellon University [26] into Motion Builder [27]. Inside Motion Builder, we re-target these mocap files to a rigged character by manually assigning the joints of the
dancers to a standard humanoid avatar in T-Pose. Next, we export the cleaned animations in FBX format to be imported into Unity 3D [28]. Then, we divide these motions into their mini-motions using Unity3D’s MecAnim feature. Finally, we construct MecAnim’s state machines and blend trees for smooth blending of these mini motions.

VI. CONCLUSION

We have proposed a sketch-based approach for creating 3D animations of ballet dance. Based on a brief study on traditional ballet annotations, we introduce a simple stick figure annotation for doodling the dance motions. To generate realistic motions, we use real MoCap data. In the future, we plan to conduct a formal study to evaluate the usability of our prototype for choreographers. Also, we believe that our approach can be customized for other applications such as: fashion shows, figure skating, gymnastics, and marching bands. Integrating and controlling music is also an important direction for future research.

Figure 14. The user interface of our system.

Figure 15. The Attitude pose shown from different angles.

Figure 16. Combination of Arabesque, Jeté en tourant and Bending back mini-motions shown from different angles.

Figure 17. Our pre-processing pipeline.
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