A Scalable Approach For Performing Proximal Search For Verbose Patent Search Queries
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ABSTRACT

Even though queries received by traditional information retrieval systems are quite short, there are many application scenarios where long natural language queries are more effective. Further, incorporating term position information can help improve results of long queries. However, the techniques for incorporating term position information have been developed for terse queries and hence, can not be directly applied to long queries. Though there exist some methods for performing proximal search for long queries, they are not scalable due to long query response times. We describe an intuitive and simple, yet effective technique that implicitly incorporates term position information for long queries in a scalable manner. Our proposed approach achieves more than 700% faster query response times while maintaining the quality of retrieved results when compared with a state-of-the-art method for performing proximal search for very long queries.
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1. INTRODUCTION

Majority of information retrieval research focuses on keyword queries where the user represents her information need in form of a few keywords that representing the key underlying concept. Likewise, most of the queries received by commercial web search engines are very short – 2-3 keywords on an average. However, there are many important use cases where the user’s information need can not be sufficiently described by a few keywords. Longer queries can better express complex and specific information needs [10] and are common in enterprise search systems [5] and search-in-context systems [1]. Further, in many scenarios natural language queries are preferred over keyword queries such as in community question answering services [14]. In prior art search or patent retrieval, it is common to use abstracts of patents as queries to search for similar/related prior patents [12].

Surprisingly, given the vast applications of long queries, modern search engines usually perform poorly with long queries [7]. Further, a majority of commercial web search engines do not provide support for very long, verbose queries. For example, Google has an upper limit of 32 keywords for a search query. One major reason for limiting the size of input queries to the search engine is that the time taken for search and retrieval operations increases with the number of words in the input query. Hence, most of the current techniques for handling verbose queries first transform the long query into a shorter query by either extracting key concept phrases from the query [2] or by removing less important terms from the query [7]. This query transformation step increases the time required to retrieve results for the query. Further, many of these approaches require some kind of training data to learn the importance of different terms to distinguish key terms from non-key terms. Such data may not always be available for all the applications and thus, preventing the use of such techniques.

In addition to long response times for verbose queries, the results produced by the present search systems are often not satisfactory and contain a very large number of false positives (i.e., very low precision) for longer queries [12]. The major reason for such a low precision is again the length of input queries. Any document that contains at least one of the query words is a potential match for the query and since the input query is very long and contains a large number of keywords, the number of matching potential documents is very large. Even though commonly used document ranking functions help alleviate this problem to some extent by assigning more weight to more important terms and assigning higher scores to documents containing multiple query terms, the results are still far from being acceptable. This is because the most commonly used ranking functions do not take into account the relative position of query terms and their occurrence in the document. Utilizing term proximity information can help improve retrieval performance in such scenarios [12, 13]. However, most of the current
works on incorporating term proximity information in retrieval models have focused on short keyword queries [13, 3, 6] and are not suitable for use with longer queries. Moreover, these involve additional computation to determine the proximity information and coupled with the already long processing time for verbose queries, make the overall search process very slow. In this paper, we describe a technique for incorporating term proximity information for long queries in a scalable manner. Our approach does not involve a query transformation step and also does not require explicit term position computations at query time. We split the documents and input queries into simpler and smaller sub-units so that the query length reduction step (for handling long queries) and term position computation (for proximity information) are implicit in the retrieval process. For experiments, we chose patent retrieval as the application domain given the very long input queries that are usually used for patent search (abstracts of patents). We compare our proposed approach with a state-of-the-art approach for performing proximal search for long queries and we achieve more than 700% faster query response times while maintaining, and in many cases, improving the quality of retrieved results.

2. PROPOSED APPROACH

The major purpose of proximal search operation in document retrieval is to ensure that documents containing query terms in close proximity to each other are assigned a higher score. This becomes more important for longer documents. The current methods for proximal search utilize the position information of various terms in the document to assign higher scores to documents that contain query terms in close proximity to each other. The position information for document terms can be precomputed at index time and distances between query terms present in the document can be computed at run time. For longer queries, these computations can significantly increase the system's response time. Hence, in order to improve query response time, we propose a method that eliminates these distance computations. Figure 1 describes the intuition behind our approach. At index time, we segment the documents in the corpus into much smaller units called snippets. For the proposed method, a snippet consists of three consecutive sentences from the original document. Even though we generated snippets that were 3 sentences long, number of sentences in a snippet can be varied depending upon the application. Longer snippets will result in smaller number of overall “documents” to index but a weak proximal search operator whereas shorter snippets favor strong proximity operators at the expense of large number of documents in the index. As suggested by Spangler et al. [11], a snippet length of three sentences offers a fine balance between the two considerations. Thus, a given document is decomposed into a number of snippets that are much shorter in length and each snippet is now treated as a separate document and is indexed by the indexer of the search system. We assign identifiers to each snippet so that all the snippets generated from a given document can be identified. Note that by decomposing a document into snippets and indexing these individual snippets introduces an implicit proximal search operator. On receiving a user query, the search system finds snippets containing one or more query terms. These snippets are then ranked using a ranking function that usually assigns higher scores to snippets that contain multiple query terms. In this we use the standard query likelihood language model as our ranking function. Thus snippets that contain many query terms are favored over snippets that contain only a few query terms. Note that since each snippet is actually a small continuous segment of the original document text, a snippet containing multiple query term implies that in the original document from which the snippet was generated query terms are present in close proximity to each other. Thus, we have obtained the term proximity information without having to compute the distances between query terms present in the document at query time.

The method described above produces a ranked list of snippets as output. However, the users are interested in obtaining relevant “full documents” rather than snippets. Hence, in order to obtain a ranked list of documents, for each document we add the scores of all the snippets generated by a given document and assign the resulting score to the corresponding document. Thus, documents having multiple matching snippets for a given query are assigned a higher score. We also note that the snippet scores can be merged into document scores in various different ways also depending upon the requirement of the application. The above described method can be extended to accommodate very long queries by decomposing a long query into smaller sub-queries. For example, if the input query is a paragraph of text, the paragraph can be decomposed into its constituent sentences and each sentence can then be used as a query. The results of all the sub-queries can then be merged together to create a final ranked list for the paragraph query. The steps involved in our method are summarized below:

1. At index time, split all the documents into smaller sub-units (snippets) and index all the snippets.
2. Split the input long query into its constituent sentences.

3. Split the input query into its constituent sentences\(^1\). Use each query sentence as an individual query and and select the top K (we use \(N = 500\)) snippets based on a relevance function (we use standard query likelihood language model).

4. As described above, transform the snippet results into document results for each sentence sub-query by adding scores of all the snippets belonging to the document.

5. Sum scores for each document for each sentence and sort by the final scores. The top \(N\) documents can then be shown to the user in decreasing order of their scores.

3. EXPERIMENTAL PROTOCOL

3.1 Data Description

3.1.1 Corpus

We use the publicly available 	extit{Marcc} 400,000 patent collection that was used in AsPire’10 workshop\(^2\) collocated with ECIR 2010. The dataset consists of 400,000 randomly selected patent documents, with 100,000 patents belonging to EPO (European Patent Office), USPTO (US Patent Office), JPO (Japanese Patent Office) and WIPO (World Intellectual Property Organization), respectively. For our experiments, we only selected patents belonging to the USPTO set as the patents belonging to other patent offices were written in languages other than English. Thus the final dataset consists of 100,000 patent documents.

3.1.2 Queries and Relevance Judgments

For our experiments, we created queries and relevance judgments using an approach common in patent retrieval community that has been followed in NTCIR \([4]\) and TREC Chemical track \([8]\). We select 50 patents from the dataset having the most number of in-network citations. The abstract of these patents were used as the input query for different retrieval algorithms with an average query length of 61.23 words and the patents cited by query patent present in the dataset constitute the set of relevant documents.

3.2 Baseline Approach

We compare our proposed approach with a state-of-the-art method for exploratory patent analysis as offered by IBM’s SIMPLE platform \([12]\). The search algorithm as used in the SIMPLE platform first breaks the input long query into multiple shorter sub-queries by extracting multiple “keywords” and “phrases” from the original query. It then uses the shorter “sub-queries” with appropriate proximity operators and constructs the final result by combining the results of each individual sub-query. Further, the final ranked list of result is determined based on two factors – (i) documents returned by very specific sub-queries should be assigned a higher weight and (ii) documents that are returned by many different sub-queries are assigned a higher weight. We refer the interested reader to the original paper \([12]\) for further details. We also note that even though there exists methods that tackle the problem of proximal search and verbose queries in isolation, comparing our proposed approach with such techniques is not a fair comparison as our approach targets specific scenarios where it is required to perform proximal search for very long queries.

3.3 Evaluation Metrics

As reported by Magdy and Jones \([9]\), precision oriented metrics such as MAP are not well suited for patent retrieval and can be misleading given the different requirements of patent retrieval task where recall is more important and the user is willing to examine many more documents as compared to a traditional information retrieval setting. Hence, for evaluation we use following recall oriented metrics.

1. Patent Retrieval Evaluation Score (PRES): This metric, as proposed by Magdy and Jones \([9]\), evaluates a retrieval algorithm from a recall oriented perspective and takes into account expected search effort from the user. A higher value of the metric indicates that the retrieval algorithm was able to achieve higher recall values at earlier ranks as compared to an algorithm with lower PRES score. Mathematically, PRES for a query \(Q\) is computed as:

\[
PRES = 1 - \frac{\sum_{i=1}^{n} r_i - n + 1}{2N_{max}}
\]

where, \(r_i\) is the rank at which the \(i^{th}\) relevant document is retrieved, \(n\) is the total number of relevant documents in the corpus for \(Q\), and \(N_{max}\) is the maximum number of documents to be examined by the user.

2. Average Recalls: We also report recall values at ranks 10, 20, 30, 50, 75 and 100 for different search methods.

All experiments were performed on a machine with four GB of RAM, intel Core-2 quad CPU with 4 cores (2.40 GHz each) and running Ubuntu 10.4 operating system with 2.6.32-41 Linux kernel. Implementation was done in Java and we used Indri \(^3\) as the base retrieval toolkit.

\(^1\)For extreme cases where the query is a very long sentence, it could be split up into sub-queries of equal length (say 10 words each)

\(^2\)http://www.ir-facility.org/aspire-10

\(^3\)lemurproject.org
of returned search results. Even though the problem is motivated from prior art search, the techniques proposed are general enough and can be easily applied to perform proximal search in other domains with very long input queries. In this work, the results for individual sub-queries are combined by using a simple addition function. Our future work will focus on exploring various possible techniques for combining results of sub-queries for improving retrieval performance.
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