Verifying Jitter in an Analog and Mixed Signal Design using Dynamic Time Warping
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Abstract—We present a variant of dynamic time warping (DTW) algorithm to verify jitter properties associated with an analog and mixed signal (AMS) design. First, the AMS design with stochastic jitter component is modeled using a system of difference equations for analog and digital parts and then evaluated in a MATLAB simulation environment. Second, MonteCarlo simulation is combined with DTW and hypothesis testing to determine the probability of acceptance/rejection of those simulation results. Our approach is illustrated on analyzing the jitter effect on the “lock-time” property of a phase locked loop (PLL) based frequency synthesizer.

I. INTRODUCTION

One of the major challenges for the verification of an AMS design, such as the phase locked loop (PLL), is evaluating the uncertainties due to short-term frequency perturbation known as the jitter [2]. Jitter, a time-domain measure, is an unwanted contraction or expansion in the output oscillating signal from its ideal position and may result in wrong synchronization of the AMS design. The sources of jitter could be inherited from the circuit elements or from unwanted interaction between different analog/digital blocks. The amplitude associated with the jitter can be either bounded (deterministic jitter) or unbounded (random jitter) with respect to time [4]. Evaluating the jitter metrics strongly depends on the jitter model, the verification environment and the class of AMS circuit. Due to its random nature, the first step in jitter measurement is to characterize its behavior as a probabilistic function and the most prominent approach is the use of a gaussian distributed model [9].

Lots of progress has been made in estimating the effect of jitter for an AMS design in phase/voltage domains. For instance, for a PLL design, researchers achieve a good fit between the measured and the extracted values by advocating the use of gaussian distributed jitter models that are simulated at higher level of abstraction using the phase domain method [1]. Taking a step further, the author in [7] used the ideas of [1] to develop a methodology for commercial purposes by integrating Verilog-A based jitter model with Spectre [8]. As this involves behavioral simulation, it lays a strong foundation for a system level verification of AMS designs. The use of a voltage-domain method in a Verilog-A environment has been campaigned by the authors in [12], wherein, the jitter properties of the synthesizer are extracted from transistor level through simulation.

From a verification perspective, the authors in [13] have made use of the jitter models from [1] and have combined MonteCarlo and hypothesis testing to provide a statistical estimate of the jitter property specification. Unfortunately, simulation based verification approaches remain rigid to that particular AMS design, and taking a unified approach requires colossal changes to the methodology and hence, is impractically expensive. An unconventional verification method in the context of pattern matching was proposed by the authors in [10] using a variant of longest common subsequence (LCS). The idea is to find the longest closest subsequence between an ideal and non-ideal analog signal. But, this method is deemed inaccurate for handling instabilities due to jitter. This paper tries to address some of the above shortcoming by warping the jittery and the ideal signal to measure their similarity independent of their non-linear variations.

Dynamic Time Warping (DTW) [3] is a pattern matching algorithm that finds its applications in audio, video, and graphics designs to cope for different signal speeds. DTW is a method that finds an optimal path between two given time series sequences. As opposed to the traditional approach of comparing the output of the design to its specification value, we can extend DTW to measure the best possible match between the jittery output signal and the specification. The main advantage of this approach is that it works on circuit simulation traces and is independent of the circuit models. Therefore, it facilitates a unified approach for verifying jitter in an AMS design. In addition, due to the random nature of jitter, it is necessary to use statistical techniques to draw a conclusion on the optimal path. We use hypothesis testing [11], a technique that exploits probabilistic random sampling, to determine the acceptance region for the optimal path.

In this paper, we present to the best of our knowledge, the first dynamic time warping (DTW) algorithm to verify random jitter properties associated with an AMS design. The idea is to model the AMS designs with stochastic jitter component using systems of difference equations and then evaluate them in a MATLAB simulation environment. Thereafter, we combine MonteCarlo simulation with DTW and hypothesis testing to determine the acceptance/rejection of those simulation traces. Our approach is illustrated by the analysis of the jitter effect on the “lock-time” property of a PLL based frequency synthesizer.

II. PROPOSED METHODOLOGY

Figure 1 shows the overall verification methodology based on DTW. Thereafter, given an AMS design, the idea is to
generate a system of difference (or recurrence) equations (SREs) that describe the behavior of the design. A recurrence equation is the discrete version of an analog differential equation [13]. For digital blocks in the AMS design, the SRE can be expressed as an if-else logical formula. For continuous time components, the formulation is based on the semi-automatic generation of recurrence equation models as described in [5].

We make use of the jitter model from [7], which is added to the difference equation to form the overall behavior of the AMS design with jitter. The next step is to evaluate the AMS model with jitter in a MATLAB simulation environment for the specified environment constraints such as the initial condition of the circuit current and voltages and simulation parameters such as step-size, total simulation cycle and so on. We generate two sets of sequences, one for the ideal signal X and the other for the jitter signal Y. These two sequences (X and Y) are evaluated using the DTW algorithm, as shown in Figure 1, in order to generate the optimal cost function. We then combine Monte Carlo simulation with the bounded hypothesis testing to evaluate those cost functions for a given confidence level in order to derive the acceptance region for the optimal cost as given in Figure 1. The acceptance region concludes that if the AMS design operates outside this range, it is bound to fail.

Hypothesis testing [11] is the use of statistics to make decisions about acceptance or rejection of some statements based on the data from a random sample, meaning, to determine the probability that a given hypothesis is true for a certain confidence interval. Hypothesis testing in general has two parts: null hypothesis, denoted by $H_0$, which is what we want to test (e.g., jitter_period $\leq 3.2$ ns), and alternative hypothesis, denoted by $H_1$, which is what we want to test against the null hypothesis (e.g., jitter_period $> 3.2$ ns). If we reject $H_0$, then the decision to accept $H_1$ is made. The conclusion is drawn with certain probability of error for a specific confidence level.

One of the verification challenges of AMS design simulation is the memory usage because output signals usually have a high number of samples. As the origin of the DTW is in the arena of speech/video processing, many researchers have applied the DTW algorithm on the signal spectrogram which allows doing a short-time Fourier transform [6]. A spectrogram plots the variation of frequency of any signal as function of time with the frequency in Y-axis and time in X-axis. It is used when there is a need for understanding the relativeness of different frequencies, i.e., to know which frequency came before the other [6]. This spectrogram technique has been adopted in this paper in order to avoid memory overflow for large simulation traces.

Dynamic time warping (DTW) is an algorithm developed by the speech recognition community to handle the matching of non-linearly expanded or contracted signals [6]. The algorithm finds the optimal path through a matrix of points representing possible time alignments between the signals. The optimal alignment can be efficiently calculated via dynamic programming.

Property 1. Given any two sequences $x = \{x_1, x_2, \ldots, x_m\}$ and $y = \{y_1, y_2, \ldots, y_n\}$, then the distance of the best possible partial path is defined as

$$D(i, j) = d(x_i, y_j) + \min \left\{ \begin{array}{l} D(i, j-1) \\ D(i-1, j) \\ D(i-1, j-1) \end{array} \right\} \tag{1}$$

where $1 \leq i \leq m; 1 \leq j \leq n$. $d(x, y)$ is a distance between the signals, e.g., $d(x_i, y_j) = |x_i - y_j|$. To better understand the algorithm, let us apply it to the following traces shown in the Figure 2.

The dotted waveform represents the jitter signal (Y) and the bold trace is the ideal signal (X). We have the following values for X and Y,

$$X = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \end{bmatrix}$$

$$Y = \begin{bmatrix} 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \end{bmatrix}$$

The first step is to determine a “m by n” matrix that represents the best possible distance between X and Y. The importance of this matrix is to understand the contraction and expansion of the two simulation traces. By contraction, we mean the jitter signal period is shifted to the left of the ideal signal and expansion represents the right shift of the jittery signal with respect to the ideal signal.

The implementation of the matrix is described in Algorithm 1. The algorithm starts by reading the two sequences X and Y. The entries in the matrix table are generated as follows: First, we define a matrix $D$ that fills the first row and
column with $\infty$ and $D(0,0)$ with 0 (lines 3-9). Then, it takes the minimum between $D(i-1, j-1), D(i, j-1), D(i-1, j)$, and adds to it the cost which is the distance between $x_i$ and $y_j$ (lines 10-15). Here, $i$ and $j$ represent the index of the sequences X and Y, respectively. The algorithm continues until we reach the end of the sequence, and it returns the matrix table $D$ for determining the optimal path and allows us to have the minimum cost alignment $D(n,m)$. Once the matrix is generated, it is necessary to trace back the path to detect those values that represent the contraction and expansion.

Algorithm 1: DTW Algorithm

Require: $x,y$
1: $n \leftarrow \text{length}(x)$
2: $m \leftarrow \text{length}(y)$
3: for $i \leftarrow 1$ to $m$ do
4:  $D(0,i) \leftarrow \infty$
5: end for
6: for $j \leftarrow 1$ to $n$ do
7:  $D(j,0) \leftarrow \infty$
8: end for
9: for $i \leftarrow 0$ to $m$ do
10: for $j \leftarrow 1$ to $n$ do
11:  $\text{cost} \leftarrow d(x(i) - y(j))$
12:  $D(i,j) \leftarrow \text{cost} + \min(D(i-1, j-1), D(i, j-1), D(i-1, j))$
13: end for
14: end for
15: end for
16: return $D$

III. PLL BASED FREQUENCY SYNTHESIZER

Figure 3 shows a PLL based frequency synthesizer that is commonly used in communication systems for clock generation and recovery. It is composed of two comparators, a phase/frequency detector, a charge pump, an analog filter, a voltage controlled oscillator (VCO) and a divider.

![PLL Based Frequency Synthesizer](image)

**Fig. 3: PLL Based Frequency Synthesizer**

The reference signal (Ref_Signal) at the input is a simple sinusoidal wave with frequency $\omega_0$. The VCO output (VCO_out) is a cosine signal with frequency $N+1$ times of the reference frequency, where $N$ is determined by the frequency select signal (Freq_Sel). If the Freq_Sel is '0', the frequency of the reference input and VCO output will be the same or else the frequency will be divided accordingly based on the divider. This paper addresses the issue of random jitter associated with the VCO. We incorporate in a MATLAB simulation environment the SRE based models [7] for the VCO with jitter and the other blocks of the PLL design. We have applied the DTW in two ways: First, to study the effect of jitter on the “lock-time” property, and second, to estimate the optimal cost alignment by combining MonteCarlo simulation for “1000” trials with the bounded hypothesis testing.

A. Lock-Time Property Observation

The critical property of a frequency synthesizer is the “lock-time”, meaning, if the Freq_Sel is activated, the PLL will lock at the desired frequency within a certain time as identified in the specification. However, the jitter in the VCO circuit may cause a drift in its output that may lead to changes to the lock-time. The lock-time is an isolated property for all PLL based frequency synthesizers, i.e., once the PLL gets locked, the VCO will start oscillating until there is a change to the Freq_Sel signal. The conventional method [7] of verifying the “lock time” property is to check if the output of the low-pass filter has reached a new DC value within the lock time. Unlike such an approach that is dependent on the design under test, the proposed DTW method allows designers to work on the VCO simulation trace directly by finding the lock time and the minimum cost function associated with it.

The first step in finding the optimal cost is to simulate the design and generate two sets of sequences. This is followed by generating the spectrogram of those two VCO signals because the total simulation trace of the VCO output has more than one million samples. This spectrogram of the VCO output with jitter will be compared with the spectrogram of the ideal output signal which has a constant frequency (horizontal line). We then apply the DTW algorithm to determine the minimum cost alignment between the two outputs. If the observed cost is very big with respect to the cost of the ideal output, it can be concluded that there is a large deviation in the signal frequency compared with the ideal one.

The lock time can now be determined by looking at the time when the minimum path calculated by the DTW crosses the diagonal as shown in Figure 4. The novelty of such an approach lies in the fact that the DTW will not only classify outputs based on the frequency quality but can also determine the value of the lock time. In this case, the lock time was determined to be 1.0944 ms.

![VCO Output Warped using DTW](image)

**Fig. 4: VCO Output Warped using DTW**

B. Decision Based on Hypothesis Testing

Since the jitter is considered to be a random noise that has gaussian distribution, we have performed MonteCarlo simulation for “1000” trials to evaluate the cost and then
used hypothesis testing to reason about the results. For this kind of verification, one would be interested to know “for the given confidence level \( \alpha \), and \( M \) trials, what is the region of acceptance and rejection of the circuit?” As a part of the specification, designers have to specify the confidence interval and the cost. This cost will be checked if it is in the acceptance region of tolerance of the jittery signal with respect to the ideal signal. Table I summarizes the results for different jitter “\( J \)” deviations. The table is derived by taking into account the jitter factor that represents the effect of jitter on the phase of the VCO output signal. The influence of jitter on the cost function is shown in Figure 5. The plot shows the minimum cost following a normal distribution like the jitter noise in the VCO but with different means and deviations. From Table I, it can be noted that the minimum cost alignment increases non-linearly with the mean and variance.

![Fig. 5: Influence of the Jitter on the Cost](image)

We also see that when “\( J \)” is large, the PLL fails to lock as represented by the “dashed entry” (shaded region) in Table I. The spectrogram in such a case will show the minimum path failing to cross the diagonal line. We use hypothesis testing to find the acceptance region for each “\( J \)” as shown in Table I.

IV. CONCLUSION

This paper presents a methodology based on pattern matching for handling jitter in AMS designs. Our approach is based on modeling the design using system of difference equations, and then using dynamic time warping (DTW) to find the minimum cost alignment. We have also combined MonteCarlo simulation and hypothesis testing to decide on the acceptance/rejection of the circuit. Our approach is illustrated on analyzing the jitter effect on the “lock-time” of a PLL based frequency synthesizer.

Unfortunately, the current verification methodology remains tied to the design under test (DUT), and taking a unified approach requires major changes to the testbench structure and hence, is impractically expensive. However, DTW based techniques work on the simulation trace in polynomial time and hence will be well suited for verifying “black-box” AMS designs. Also, the use of spectrogram has provided an alternative solution to the memory usage problem faced by AMS design verification. The statistical environment provides designers with additional information about the acceptance region, thereby allowing them to make better decisions.

We would like to derive complex and accurate jitter models through circuit level simulation and integrate them with the PLL behavioral model at a higher level of abstraction. Especially, our next step is to incorporate jitter models for the input reference signal, the charge-pump and the phase detector. Also, an extension to accommodate process variation on various passive and active elements is also planned.
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