Face Recognition using Gaborface-based 2DPCA and \((2D)^2\)PCA Classification with Ensemble and Multichannel Model
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Abstract—This paper introduces Gaborface-based 2DPCA and \((2D)^2\)PCA classification method based on 2D Gaborface matrices rather than transformed 1D feature vectors. Two kinds of strategies to use the bank of Gaborfaces are proposed: ensemble Gaborface representation (EGFR) and multichannel Gaborface representation (MGFR). The feasibility of our method is proved with the experimental results on the ORL and Yale databases. In particular, the MGFR-based \((2D)^2\)PCA method achieves 100% recognition accuracy for ORL database, and 98.89% accuracy for Yale database with five training samples per class.

I. INTRODUCTION

As one of the computational intelligent techniques, face recognition has an active development in the past few decades due to its potential applications in automated video surveillance, identity authentication, access control, and law enforcement, etc. In 1991, Turk and Pentland presented the principal component analysis (PCA) based eigenface method [1], which has become a baseline for various approaches. In recent years, many methods based on Gabor filters have been proposed. The Gabor filters exhibit desirable characteristics of spatial localization and orientation selectivity, and the Gabor filter representations of face image (termed also as Gaborfaces) are robust for illumination and expressional variability, so are used extensively in face recognition [2-6]. However, the dimensionality of the Gabor feature space is overwhelmingly high, because the Gaborfaces are obtained by convolution of the face image with dozens of Gabor filters. Therefore, many sampling or compressing methods are proposed to reduce the space dimension to avoid dealing with the enormous data. In [7], each face was represented as convolution results of the face with 40 Gabor filters at 48 predetermined fiducial points, which were located at face landmarks (e.g. the eyes, nose and mouth, etc), so that the dimensionality was reduced to 48 \(\times\) 40. And in [8], a SVM face recognition method based on manually labeled Gabor-facekey points was proposed, where a face was represented by a \(87 \times 40\)-dimensionality feature vector rather than the total \(256 \times 384 \times 40\) feature data. One disadvantage of fiducial-points sampling is that manual annotation is required, which is inconvenient for automatic face recognition. Another sampling method is Fixed-grid sampling [9], where a grid of 64 points at regular intervals was used to sample Gabor-filtered handwritten numerals.

Recently, a novel adaptive sampling algorithm was introduced to reduce feature vectors. It selected sample-point sets that maximized inter-object distance [10]. Another method is to downsample the Gaborfaces by factor \(\rho\) and concatenate its rows (or columns) to form one augmented feature vector [4,5].

Unlike the aforementioned methods, in this paper we try to make use of the total enormous feature data for face recognition instead of extracting a feature vector by sampling. Inspired by the 2D representation idea from 2DPCA [11], we develop 2D Gaborface representation method, which is based on 2D Gaborface matrices rather than sampled 1D feature vectors, i.e. the 2D Gaborface matrices are straightforward used as the feature representation of the image without any sampling or compressing. As will be shown in Section III, we have introduced two kinds of strategies to use the bank of Gaborfaces: ensemble Gaborface representation (EGFR) and multichannel Gaborface representation (MGFR).

Although many researches have been done on multichannel filtering approaches [12-14], no work, to the author’s knowledge, has been done on 2D multichannel Gaborface representation. In [12], a multichannel subsampled filter bank was used for texture segmentation. And in [13], a multichannel texture analysis approach using localized spatial filters was described. The method to apply 4 orientation Gabor channels for face recognition was proposed in [14]. All the methods are based on 1D sampled Gabor feature vectors, however, our MGFR method is based on 2D Gaborface matrices as mentioned above. Due to the 2D Gaborface representation from different channels seems to provide complementary information [14], so we simultaneously apply classification algorithm on these channels and perform the decision level fusion. For measuring the recognition performance we adopt some commonly used fusion rules, i.e. sum rule, product rule, max rule, min rule, median rule and majority vote rule.

In addition, we propose a scheme to yield optimized Gabor filter bank in terms of linear correlation criterion. The attempt is desirable in that optimized filter bank may reduce redundancy of feature sets. By analyzing the correlation matrices of Gabor filters with different sets of scales, an optimal Gabor filter bank with scales, \(v \in \{-2,\cdots,5\}\), is obtained by achieving the minimal values in the correlation matrix.

The feasibility of our method has been successfully tested with a series of experiments on ORL and Yale databases. In
particular, the MGFR-based (2D)PCA method achieves 100% recognition rate using only 6 × 1 feature coefficients on ORL database.

The rest of this paper is organized as follows: In Section II, we briefly review the Gabor filter and describe how to select Gabor filter bank based on linear correlation criterion. The proposed EGFR and MGFR methods are introduced in Section III. Section IV briefly reviews the 2DPCA and (2D)PCA method. Experiments and analysis are conducted in Section V. Finally, Section VI summarizes the main results of this paper and offers concluding remarks.

II. GABOR FILTER BANK

A. Gabor Filter

Gabor filters are now being used extensively and successfully in various computer vision applications including face recognition and detection due to their biological relevance and computational properties [2-6]. Because the Gabor kernels can model the receptive fields of the orientation-selective mammalian cortical simple cells, the Gabor filters, which are generated from a wavelet expansion of the Gabor kernels, exhibit desirable characteristics of spatial locality and orientation selectivity, and are localized in the spatial and frequency domains optimally. The Gabor filters take the form of a complex plane wave modulated by a Gaussian envelope function [4,5]:

$$
\psi_{\mu, v}(z) = \frac{k_{\mu, v}}{\sigma} e^{-\frac{1}{2}(\mu, v)^T \left( \frac{2\sigma^2}{2\sigma^2} \right) (\mu, v)^T} e^{i k_{\mu, v} \cdot z - \sigma^2/2}
$$

(1)

where $k_{\mu, v} = k_v e^{i \phi_\mu}$, $z = (x, y)$, $\mu$ and $v$ define the orientation and scale of the Gabor filters, $k_v = \frac{k_{\mu, max}}{f^v}$ and $\phi_\mu = \frac{\pi \mu}{N}$, $k_{\mu, max}$ is the maximum frequency, and $f$ is the spacing factor between kernels in the frequency domain. $\sigma = \frac{2\pi}{\phi_\mu}$, $k_{\mu, max} = \frac{\pi}{2}$ and $f = \sqrt{2}$. The first term in the brackets in (1) is the oscillatory part of the kernel and the second compensates for the DC value.

B. Correlation-based method to select Gabor Filter Bank

For extracting discriminating information of different orientations and scales as much as possible, a bank of Gabor filters with eight orientations, i.e., $N = 8$, and eight scales is chosen to extract the feature data of a facial image. Hence the total number of filters in our experiments is 64. In most cases the choice of 8 orientations $(0, \pi/8, \ldots, 7\pi/8)$ is sufficient for differentiating the local orientation of the image features, so the undetermined parameters of filters are 8 scales. As we all known, the Gabor wavelets (filters) are nonorthogonal wavelets. This means that a wavelet transform based on the Gabor wavelet is redundant [3,15,16]. From this point of view, we need to select the scale set $V$ to obtain an optimal filter set as uncorrelated as possible to reduce redundancy. We adopt a scheme that is based on linear correlation criterion. In this scheme, the orientation set $U = \{\mu: 0 \leq \mu \\leq 7\}$ is fixed and different scale sets are tested from $V_1 = \{v: -4 \leq v \leq 3\}$ to $V_8 = \{v: 0 \leq v \leq 7\}$ as illustrated in Fig.1.

We consider the real part of the filters and the similar results are obtained with imaginary part. We first concatenate the rows (or columns) of the real part of filter, Re($\psi_{\mu, v}(z)$), to construct a vector $\phi_{\mu, v}$, then the linear correlation between two filters $\psi_{\mu, v}(z)$ and $\psi_{\mu, v'}(z)$ is evaluated by

$$
\rho = \frac{\sum (\phi_{\mu, v} - \bar{\phi}_{\mu, v}) (\phi_{\mu, v'} - \bar{\phi}_{\mu, v'})}{\sqrt{\sum (\phi_{\mu, v} - \bar{\phi}_{\mu, v})^2} \sqrt{\sum (\phi_{\mu, v'} - \bar{\phi}_{\mu, v'})^2}},
$$

(2)

the correlation matrix of the total 64 filters is a $64 \times 64$ symmetric matrix with all elements on the diagonal equal to unity. In order to get a better understanding of the correlation matrix, we display it in a form of visual representation. Since the elements of the correlation matrix are in the interval $[-1, 1]$, we take the absolute value of these correlation coefficients and map them from $[0, 1]$ to the gray-level scale $[0, 255]$. The correlation matrices are shown in Fig.2. The numbers below each correlation matrix represent the different scale sets, respectively.

For explicating the correlation characteristics between the filters with different orientations and scales, we take two permutations of the 64 filters to form correlation matrices. In Fig.2 (a)-(e), the 64 filters are arranged in order of orientation and then scale, i.e., every 8 consecutive filters are assigned with different orientations of the same scale $v$, and then the scale is increased. On the other hand in Fig.2 (f)-(j), the 64 Gabor filters are arranged in order of scale and then orientation, i.e., every 8 consecutive filters are assigned with different scales of the same orientation $\mu$, and then the orientation is altered.

Each correlation matrix has two lines in parallel with the diagonal, which suggests that the correlations are particularly strong between two filters with neighboring scales $v$ of the same orientation in Fig.2 (a)-(e), and two filters with neighboring orientations $\mu$ of the same scale in Fig.2 (f)-(j). And it’s obvious to see that those high correlation coefficients are particularly concentrated on the low scales $v = \{-4, -3\}$ region in Fig.2 (a) and $v = -3$ region in Fig.2 (b) and the high scales $v = 6$ region in Fig.2 (d) and $v = \{6, 7\}$ region in Fig.2 (e). On the other hand in Fig.2 (f)-(j), we note that the top left corner of each $8 \times 8$ sub-block indicates the correlations between filters with the low scales, and the bottom right corner indicates the correlations between filters with the high scales. Similarly we find that those high correlation coefficients are especially concentrated on the top left corner of sub-block on the low scales $v = \{-4, -3\}$ region in Fig.2 (f) and $v = -3$ region in Fig.2 (g) and the bottom right corner on the high scales $v = 6$ region in Fig.2 (i) and $v = \{6, 7\}$ region in Fig.2 (j), which are in good agreement.
with the observations of Fig.2 (a)-(e). And when the scale set is, the total correlation coefficients arrive at minimal values both in Fig.2 (c) and in Fig.2 (h). Therefore we select 
\[ \{v: -2 \leq v \leq 5\} \]

As the scale set of Gabor filter bank to extract feature sets as uncorrelated as possible. Fig.3 shows the real part of the 64 Gabor filters at 8 scales and 8 orientations and their magnitude.

**III. GABORFACE REPRESENTATION**

Let \( I(z) \) ( \( z = (x, y) \) ) be a \( m \times n \) facial image, the Gaborface representation is the convolution of the image with a filter in the bank, and is defined as follows:

\[
O_{\mu,v}(z) = I(z) * \psi_{\mu,v}(z)
\]  

(3)

where \( O_{\mu,v}(z) \) is the convolution result corresponding to the Gabor filter at orientation \( \mu \) and scale \( v \). Therefore, the set \( S = \{O_{\mu,v}(z)\} \) forms the Gaborface representations of the image \( I(z) \). If we combine the set \( S \) into a vector, the length of the vector is \( 64 \times m \times n \), it is difficult to deal with such a high-dimensional vector space. So the method to reduce the space dimension by downsampling each \( O_{\mu,v}(z) \) and concatenating its rows (or columns) to form a 1D feature vector is proposed and used extensively [4,5].

In this paper, 2D Gaborface representation method is proposed. It is based on 2D Gaborface matrices rather than transformed 1D feature vectors. That means the image is represented by 64 \( m \times n \) matrices. We combine the 2D Gaborface representation method with 2D feature extraction algorithms, i.e., 2DPCA and (2D)²PCA [11,17], thus the needed feature coefficients for efficient face recognition are reduced dramatically, which will be discussed in detail in Section IV. We now describe two kinds of strategies to use the bank of 64 Gaborfaces: ensemble Gaborface representation (EGFR) and multichannel Gaborface representation (MGFR).

**A. Ensemble Gaborface Representation Model**

The set \( S = \{O_{\mu,v}(z)\} \) forms the bank of Gaborfaces, and we define the following matrix:

\[
\mathcal{R} = \begin{bmatrix}
O_{0,-2}(z) & O_{0,-1}(z) & \cdots & O_{0,1}(z) \\
O_{1,-2}(z) & O_{1,-1}(z) & \cdots & O_{1,1}(z) \\
\vdots & \vdots & \ddots & \vdots \\
O_{7,-2}(z) & O_{7,-1}(z) & \cdots & O_{7,1}(z)
\end{bmatrix}
\]  

(4)

where each \( O_{\mu,v}(z) \) is a 2D matrix, capturing some facial properties corresponding to orientation \( \mu \) and scale \( v \), so the integration of the ensemble set \( S \) in the form of matrix \( \mathcal{R} \), an \( 8m \times 8n \) matrix, encompasses the overall facial discriminating information of all orientations and scales. We shall term this representation method as 2D ensemble Gaborface representation (EGFR).

**B. Multichannel Gaborface Representation Model**

We take each filter \( \psi_{\mu,v}(z) \) as a Gabor channel, the 64 filters form a set of parallel and quasi-independent channels which are sensitive to visual signal with some specific scale \( v \) and orientation \( \mu \) [18-20], thus the 2D Gaborface representations from different channels seems to provide an observer with multiple cues and this in itself facilitates data
fusin [14]. Consequently we shall study three approaches to divide the 64 Gaborface representations from different channels into groups, and simultaneously apply classification algorithm on these feature groups, and then perform the decision level fusion to obtain the final classification results. The groupings are as follows:

1. all Gaborfaces to one group and form 64 Gaborface channels.
2. all Gaborfaces to 8 groups according to their respective orientation and each group is formed by averaging 8 Gaborfaces with different scale of the same orientation, i.e.,

\[
ζ_{\mu}(z) = \frac{1}{8} \sum_{i=2}^{8} O_{\mu,i}(z), 0 \leq \mu \leq 7.
\]

3. all Gaborfaces to 8 groups according to their respective scale and each group is formed by averaging 8 Gaborfaces with different orientation of the same scale, i.e.,

\[
Ξ_{v}(z) = \frac{1}{8} \sum_{\mu=0}^{7} O_{\mu,v}(z), -2 \leq v \leq 5.
\]

We shall refer to these methods as 2D multichannel Gaborface representation (MGFR). The framework of the grouping 1 and 2 are illustrated in Fig.4. And we apply a number of common fusion rules as mentioned in [21], i.e. sum rule, product rule, max rule, min rule, median rule and majority vote rule, to evaluate the performance of the MGFR method with experiments in Section V.

\[
J(X) = tr(S_q) = tr(E[Y - E]Y[Y - E]^T)
\]

Define the Gaborface covariance matrix

\[
G = E[\text{tr} - E\text{tr}][\text{tr} - E\text{tr}]
\]

which is an \(8n \times 8n\) nonnegative definite matrix. Suppose that there are \(M\) training image samples in total, the \(j\)th image can be represented by an \(8m \times 8n\) ensemble Gaborface matrix \(\mathbf{R}_j\), and the average of the set \(\{\mathbf{R}_j \mid j = 1, 2, \ldots, M\}\) is defined by \(\overline{\mathbf{R}}\), then \(G\) can be evaluated by

\[
G_z = \frac{1}{M} \sum_{j=1}^{M} (\mathbf{R}_j - \overline{\mathbf{R}})(\mathbf{R}_j - \overline{\mathbf{R}})^T
\]

So we can select the optimal projection axes, \(X_1, \ldots, X_d\), subject to the orthonormal eigenvectors of \(G\), corresponding to the first \(d\) largest eigenvalues, and project \(\mathbf{R}\) onto \(X\), yielding an \(8m \times d\) matrix \(Y = \mathbf{R}X\).

This is the so-called 2DPCA technique [11].

If we transpose the matrix \(\mathbf{R}\), then (7) can be rewritten as

\[
G = \frac{1}{M} \sum_{j=1}^{M} (\mathbf{R}_j - \overline{\mathbf{R}})^T(\mathbf{R}_j - \overline{\mathbf{R}}) = \frac{1}{M} \sum_{j=1}^{M} (\mathbf{R}_j - \overline{\mathbf{R}})(\mathbf{R}_j - \overline{\mathbf{R}})^T
\]

It is easy to verify that \(G\) is an \(8m \times 8m\) nonnegative definite matrix. In the same way, we can select the optimal projection axes, \(Z_1, \ldots, Z_q\), by computing the eigenvectors of \(G\) corresponding to the \(q\) largest eigenvalues.

Now we project \(\mathbf{R}\) onto \(X\) and \(Z\) simultaneously, yielding a \(q \times d\) matrix \(C = Z^T \mathbf{R}X\). This is the so-called (2D)PCA technique [17].

By applying the (2D)PCA on the ensemble Gaborface matrix \(\mathbf{R}\), the feature coefficients for classification are reduced dramatically due to \(q << 8m\) and \(d << 8n\). So it is tractable to make use of the total enormous Gaborface feature for face recognition without any sampling or compressing.

V. EXPERIMENTS RESULTS AND ANALYSIS

We test the EGFR-based and MGFR-based 2DPCA and (2D)PCA method against conventional 2DPCA and (2D)PCA method for face recognition. Frobenius distance is used for similarity measure. Here, the distance between two feature matrices, \(A = (a_{i,j})_{q \times d}\) and \(B = (b_{i,j})_{q \times d}\), is defined by

\[
d_f(A, B) = \left( \sum_{i=1}^{q} \sum_{j=1}^{d} (a_{i,j} - b_{i,j})^2 \right)^{1/2}
\]

Two publicly available face databases: the ORL face database and the Yale database are used.

A. Experimental results on ORL face database

The ORL database consists of 400 frontal faces: the size of each image is \(112 \times 92\) pixels, and each face image is rescaled to \(32 \times 32\) using a bicubic interpolation to facilitate the Gaborface representation and reduce the computational complexity. The first 5 images of each subject are used for training, the rest are left for testing. Hence there are 200

\[
Y = \mathbf{R}X
\]
training images and 200 testing images and no overlap between them.

Fig.5 shows the experiment results of EGFR-based 2DPCA and (2D)²PCA method against conventional 2DPCA and (2D)²PCA method. Without any optimized algorithm, the recognition performance is improved by a margin. In addition, we compared the results with the Gabor-based PCA method and conventional PCA. Table 1 presents the comparisons of six methods on top recognition rate, dimension of feature vector and running time. From Table 1, we can see that the Gabor-based PCA, EGFR-based 2DPCA and (2D)²PCA method achieves the same improvements in accuracy (98%), while the latter needs much reduced dimension of feature vector and less running time than the former two.

<table>
<thead>
<tr>
<th>Method</th>
<th>Recognition Rate(%)</th>
<th>Dimension</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA</td>
<td>91.0</td>
<td>89</td>
<td>5.58</td>
</tr>
<tr>
<td>2DPCA</td>
<td>92.5</td>
<td>10×32</td>
<td>2.64</td>
</tr>
<tr>
<td>(2D)²PCA</td>
<td>92.5</td>
<td>5×10</td>
<td>2.48</td>
</tr>
<tr>
<td>Gabor+PCA</td>
<td>98.0</td>
<td>137</td>
<td>180.70</td>
</tr>
<tr>
<td>EGFR+2DPCA</td>
<td>98.0</td>
<td>4×256</td>
<td>149.84</td>
</tr>
<tr>
<td>EGFR+(2D)²PCA</td>
<td>98.0</td>
<td>12×6</td>
<td>137.19</td>
</tr>
</tbody>
</table>

The Time is CPU Time for the total process including train and test based on a 2.99 GHz Intel Pentium 4 computer with 1.99GB RAM.

We apply six classifiers combination rules and six groups of channels to evaluate the performance of the MGFR-based (2D)²PCA method, and the results obtained are shown in Table 2. Besides the three groups of channels discussed in Section III, we introduce another three groups by appending the intensity images to the three original groups to form channels with odd numbers (65, 9, 9), which are better choices for majority vote rule.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Groups of Channels</th>
<th>64</th>
<th>64+1</th>
<th>8O</th>
<th>8O+1</th>
<th>8S</th>
<th>8S+1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sum</td>
<td>(100) (100)</td>
<td>99(2)</td>
<td>99(2)</td>
<td>97(2)</td>
<td>97(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Product</td>
<td>99.5(1)</td>
<td>99.5(1)</td>
<td>99(2)</td>
<td>99(2)</td>
<td>97(2)</td>
<td>97(2)</td>
<td></td>
</tr>
<tr>
<td>Min</td>
<td>85.5(6)</td>
<td>85.5(6)</td>
<td>92.5(6)</td>
<td>92.5(6)</td>
<td>86.5(4)</td>
<td>86.5(4)</td>
<td></td>
</tr>
<tr>
<td>Max</td>
<td>88.5(8)</td>
<td>88.5(8)</td>
<td>94(4)</td>
<td>94.5(9)</td>
<td>93.5(2)</td>
<td>94(2)</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>99.5(1)</td>
<td>99.5(3)</td>
<td>97(2)</td>
<td>97.5(2)</td>
<td>98(2)</td>
<td>98(2)</td>
<td></td>
</tr>
<tr>
<td>Majority Vote</td>
<td>99.5(3)</td>
<td>99.5(3)</td>
<td>97(5)</td>
<td>98.5(6)</td>
<td>95(4)</td>
<td>96(4)</td>
<td></td>
</tr>
</tbody>
</table>

The values in parentheses denote the dimension d for the best recognition rate, while the dimension q is fixed as 6. The six groups are 64 Gabor channels (64), 64 Gabor channels plus the intensity images (64+1), 8 channels with different orientation (8O), 8 channels with different orientation plus the intensity images (8O+1), 8 channels with different scale (8S) and 8 channels with different scale plus the intensity images (8S+1).

The experimental results lead to the following findings: 1) the MGFR-based (2D)²PCA method achieves 100% correct recognition accuracy when using only 6 × 1 feature coefficients with 64 and 64+1 channels in sum rule and 2) the average results of the three groups by appending the intensity images are a little better than the three original groups and 3) the dimension d for the best recognition rate are less than 10, i.e., the method has good performance in low-dimension condition and 4) the average results in 8O and 8O+1 channels are better than the ones in 8S and 8S+1 channels, i.e., the orientation channels contain more discriminating information than the scale channels and 5) the worst results are achieved when using the min rule, and the sum rule has the best classification results followed in order by the product rule, the median rule, majority vote rule and max rule. The results are consistent with the analysis in [21] except for the product rule, which is the worst combination rule there.

B. Experimental results on Yale face database

The Yale dataset consists of 165 images of 15 subjects under various facial expressions and lighting conditions. Each image is cropped according to the eye positions and rescaled to 32×32 pixels in our experiments. We carried out a series of experiments to compare the performance of EGFR-based and MGFR-based (2D)²PCA method against (2D)²PCA method under conditions where the sample size is varied. In MGFR-based (2D)²PCA method the group of 64+1 channels is selected. Table 3 demonstrates the top recognition accuracy (%) achieved by different methods for varying number of training samples.

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of Training Samples per Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2D)²PCA</td>
<td>84.44 87.50 89.52 91.11</td>
</tr>
<tr>
<td>EGFR+(2D)²PCA</td>
<td>85.19 88.33 95.24 96.67</td>
</tr>
<tr>
<td>Sum</td>
<td>83.70 91.67 95.24 96.67</td>
</tr>
<tr>
<td>Product</td>
<td>82.96 91.67 95.24 96.67</td>
</tr>
<tr>
<td>Min</td>
<td>82.96 84.17 91.43 94.44</td>
</tr>
<tr>
<td>Max</td>
<td>83.70 88.33 93.33 92.22</td>
</tr>
<tr>
<td>Majority Vote</td>
<td>92.59 92.50 98.10 98.89</td>
</tr>
</tbody>
</table>

We can see from Table 3 that 1) the performance of EGFR-based and MGFR-based (2D)²PCA method are better than (2D)²PCA method except for few cases 2) the worst results are achieved when using the min rule, and the majority vote rule has the best classification results and 3) the sum rule, product rule and median rule have the approximate performance except for the condition in which the number of training samples per class is 2.

VI. CONCLUSION

In summary, the main contribution of this paper is in two respects. First of all, we propose a scheme that is based on linear correlation criterion to select Gabor filter bank as uncorrelated as possible, which directly results in a
reduction of redundancy of feature sets. And we obtain the optimal Gabor filter bank to achieve the minimal values in the correlation matrix. In addition, we introduce two kinds of 2D Gaborface representation methods: EGFR and MGFR. As opposed to conventional Gabor-based method, our method is based on 2D Gaborface matrices rather than 1D sampled feature vectors. Therefore, there is no loss of information due to downsampling.

From our experimental results on ORL and Yale databases, we can see that the MGFR-based (2D)\(\text{PCA}\) method achieves the best face recognition performance as compared with the others. Moreover, the method shows good performance in the low dimension. In addition, we apply six commonly used classifier combination rules to evaluate the performance of the MGFR-based (2D)\(\text{PCA}\) method, and find that no rule is superior to others in all conditions and the sum rule, product rule, the majority vote rule and median rule have the approximate excellent performance, whereas the min rule has the worst classification results. In [21], Kittler and Hatef proved that the sum rule outperformed other rules and the worst one was product rule, which are a little inconsistent with our results. However, it should be pointed out that the multiple Gaborface channels have parallel and mutual complementary characteristics and the number of classifiers in our MGFR method is much higher than the one in [21] and these may be some explanations of the varieties in the performance of different fusion rules. Comparing the results of different groups of channels, we find that the orientation channels contain more discriminating information than the scale channels.

ACKNOWLEDGMENT

Particular thanks are given to Professor Arthur P. Ginsburg for sending me many papers and study materials, from which I got a lot of useful ideas related to this work. This work is sponsored by Shanghai Pujiang Program (No.05PJ14111) and we would like to thank the support of Bairen Plan from the Chinese Academy of Sciences.

REFERENCES