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Abstract—Continuous integration promises advantages in large-scale software development by enabling software development organizations to deliver new functions faster. However, implementing continuous integration in large software development organizations is challenging because of organizational, social and technical reasons. One of the technical challenges is the ability to rapidly prioritize the test cases which can be executed quickly and trigger the most failures as early as possible. In our research we propose and evaluate a method for selecting a suitable set of functional regression tests on system level. The method is based on analysis of correlations between test-case failures and source code changes and is evaluated by combining semi-structured interviews and workshops with practitioners at Ericsson and Axis Communications in Sweden. The results show that using measures of precision and recall, the test cases can be prioritized. The prioritization leads to finding an optimal test suite to execute before the integration.

I. INTRODUCTION

Software development organizations need to meet the demands of rapidly changing requirements and to release new products and features more often and much faster. A typical initiative to meet these demands has been the transition from traditional waterfall software development environment towards agile practices, which embraces change and emphasize customer collaboration [1]. Agile practices have shown to be helpful towards this end [2] and companies work towards increasing the velocity in order to be able to release products and features more often and faster. One of a mechanisms of agile practices is the continuous integration used in the environment of large-scale software development. A well-known bottleneck when introducing continuous integration, concerns the testing activities and the ability to choose an effective test suite for each integration cycle [3]. Efficient testing arrangements are central for achieving continuous integration, and efforts to organize these activities means dealing with high levels of complexity [4], [5].

A challenge to arrange efficient testing is to know how to select what tests to execute on what code and when [6]. There is a tendency in software development organizations to be safe rather than sorry and execute more tests than necessarily needed because they are available, and it is possible. However, this approach has a negative trade off on the velocity of the entire software development and consequently may impede the release of products and features more often and faster. Execution of unnecessary tests takes resources and can provide false confidence in the quality of the product. Hence, it would be useful to know how to identify and select the most important tests at certain situations.

Our research goal is to develop and evaluate a method for selecting a suitable set of functional regression tests on system level to support continuous integration. The method developed in our study is based on the observation that in continuous integration and testing we can develop a statistical model of connections between changed code fragments (so called code churns) and the results of test cases. In our work we use the definition of code churn by Kim et al. [7] – Code churn is defined as a piece of code which has been changed during a single check-in in the code repository. The statistical model is a contingency table of test case execution results and code churns, which can be visualized using the notion of a heatmap [8], [9]. The statistical model is used to suggest which test cases should be executed during the integration cycles in order to get as short feedback loops as possible.

The evaluation of the method is done based on a case study with two companies – Ericsson AB and Axis Communications. Both companies develop embedded software using different flavours of Agile software development [10], [11], [12]. The different set-up of the software development at both companies allows us to also explore how robust our method to changes in the context (e.g. the pace of continuous integration or size of the source code base/test code base).

This paper is structured as follows: in the next section, we present the most related work. In Section III, we describe the method for constructing the statistical model and suggesting the selection of test cases. In Section IV, we describe the design of the case study including the description of the system-level testing at the companies. In Section V, we present the results of the evaluation. The reported research is concluded in Section VI along with outlooks to future research.

II. RELATED WORK

We have identified the related work in three areas – test selection and test prioritization, continuous integration and visualization of large quantities of data for decision support.
A. Test selection and prioritization

Test case selection has been studied from a number of perspectives. One of the perspectives is the increase of test coverage by automated means. Arts et al. [13] and Derrick et al. [14] used formal methods to derive the minimal failing test suite in an automated way based on formally defined sets of properties. The property-based testing approach, however, requires formalization of what should be tested (the property). In our approach we reuse the existing test suites and study their sensitivity to capture source code changes and assess their quality.

An alternative to the automated increase of test coverage is pre-selection of test cases based on program modifications and manual models for test-code relationships. Yoo and Harman [6] presented a survey of how test suites are prioritized and optimized. One of the studied problems was test case selection based on modifications of the program. According to their classification our approach is similar to text-based approach. An example of such a technique is Vokolos and Frankl’s work [15]. They presented a technique for selecting test cases based on textual differences of programs reduced to symbolic representation. Although the results are very promising, they require one extra step translating the programs to symbolic code which can add additional burden on the designers.

Another approach to linking of test cases to code is partitioning of programs. An example is the work of Chen et al. [16] who used partitioning of programs to map test cases to tested parts of the source code and trace the modifications of the source code. Their approach is similar to ours but requires pre-processing in terms of partitioning of the programs into entities, which is not required for our approach.

Marculescu et al. [17] presented an approach for test suite selection based on search-based techniques. The search-based approach uses a set of predefined fitness functions to assess the suitability of test suites. Our approach is compatible with that approach and can be used to deliver fitness functions based on source code changes.

Engström et al. [18] studied the state-of-practice in using automated test selection by conducting a customized systematic literature review. One of the important findings, which is in line with our goal, was that the automated test selection should be assisted by experienced testers the software should make a recommendation and the testers should make the decision. In our work we prepare the testers with support for simulations of what-if scenarios through test recommender.

B. Continuous integration

Nilsson et al. [4] developed a Continuous Integration Visualization Technique (CiViT) that provides an overview of end-to-end testing activities. The CiViT model serves as a solution to the lack of a holistic, end-to-end understanding of the testing activities and their periodicity in organizations. The model has proven particularly useful as a basis for discussion, which help to identify problems of current testing activities, regarding scope and periodicity, and to reason about suitable measures and to identify how to best improve their testing activities towards continuous integration. In our work, we see the need for combining this overview with support for decisions of how testing activities could be made more efficient through the use of simulations of what-if scenarios through test recommender.

Stolberg [19] described a number of experiences from introducing continuous integration into a software development organization. The experiences are aligned with many of the observed challenges in our industrial partners – need to run the complete regression suite, lack of prioritization methods that are automated. In this paper we intend to address this gap. Similar experiences were shared by Kim et al. [20] which indicates that the gap affects more than a limited number of organizations.

C. Metrics visualization

Visualization of source code changes using heatmaps was previously studied by Feldt et al. [9] in a context of daily follow up of project progress. In this paper we expand on these experiences and present a case where heatmaps can be used for visualizing dependencies between test cases and source code.

The presentation of the results from the test case prioritization requires an efficient distribution mechanism. In the studied case we investigate the use of cloud-based dissemination presented in our previous works [21].

III. CCTS: Code-Churn Based Test Selection Method

The CCTS method comprises of two parts – (i) historical analysis of code churns and test execution results, and (ii) finding optimal test suite using precision and recall metrics.

A. Historical analysis of code churns and test execution results

The historical analysis takes two inputs – the list of source code changes (e.g. results from diff in the source code repository per day) and the results of test case execution (e.g. a list of test cases executed and the results of the execution per day). The method creates a contingency table which shows how often a test case fails if there is a source code change in that particular day – for example as shown in table I.

<table>
<thead>
<tr>
<th></th>
<th>Test case 1</th>
<th>Test case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Module 1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Module 2</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Module 3</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>Module 4</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

This contingency table shows which test cases are the most sensitive to changed in the relevant source code modules. This contingency table constitutes the statistical model which is used in the next step – finding the optimal test suite.
B. Finding optimal test suite

The automatic recommender of optimal test suite takes as input i) the contingency table and ii) a list of recently changed modules. The contingency table is the statistical model which forms the baseline of which test cases should be recommended for which source code modules.

In order to find the optimal test suite we use the information retrieval measures – recall, precision and the f-measure. These measures are based on four categories of errors:

1) True positives: The set of tests that are both recommended by the recommender system and failed according to the ground truth.
2) False positives: The set of tests that are recommended but did not fail according to the ground truth.
3) True negatives: The set of tests that are not recommended and that did not fail according to ground truth.
4) False negatives: The set of tests that are not recommended but should have been, as they failed according to the ground truth.

Recall indicates the percentage of the tests that actually failed which were recommended. It is defined as:

\[
\text{recall} = \frac{|\text{True Positive}|}{|\text{True Positive}| + |\text{False Negative}|}
\]

A high recall (close to 1) is important, because otherwise tests that would have failed would have been omitted. Precision indicates the percentage of the tests that were recommended which actually failed. It is defined as:

\[
\text{precision} = \frac{|\text{True Positive}|}{|\text{True Positive}| + |\text{False Positive}|}
\]

An increased precision (close to 1) is important, because it corresponds to a relative speedup of testing by eliminating the need to run tests that do not provide new knowledge about the quality of the system.

Recall and precision relate to each other. The easiest way to get a high recall is to simply recommend all tests. In that case, all tests that could fail are selected but the precision is minimal and no execution time is saved. It is an open question of whether recall or precision is more important for test selection, which we evaluate in section V.

Under the assumption that both precision and recall are equally important, it makes sense to compute the f-measure. The f-measure is the geometric mean of recall and precision, defined as:

\[
\text{f-measure} = \frac{2 \times \text{recall} \times \text{precision}}{\text{recall} + \text{precision}}
\]

The f-measure allows comparing the overall performance – and this allows to choose the optimal set of test cases to run given the changed source code modules and the contingency table from historical analysis.

For the continuous integration this measure is crucial as it enables automated selection of test cases. Together with the ability of automatically adjust the contingency table (along with each integration/test cycle), this approach reduces the effort for test planning and increases the chances of finding defects already during the integration.

IV. CASE STUDY DESIGN

We evaluate the CCTS method at two companies – Ericsson and Axis Communications. The goal of the evaluation is to address the following research question – How can the CCTS method be applied during continuous integration cycles in practice? We perform the evaluation by collecting the historical data for the integration cycles and by simulating which test cases should be selected in order to optimize the effectiveness of the test suite. We can classify this case study as evaluative multiple case study [22], [23], consisting of two cases.

The data is collected using the following methods:

1) Document analysis – collecting the historical data about code churns and test results.
2) Semi-structured interviews – collecting the feedback on the visualization and the correctness of the contingency table (i.e. the statistical model).
3) Focus group discussions iteratively with key representatives from development and management – to inform our thematic coding and triangulate our findings from an organizational perspective, i.e. how code churn based test selection supports continuous integration.
4) Group discussions with testing experts – to triangulate our findings and verify the findings during the research process (and decide upon further directions).

A. Collaborating companies

Research in this paper is carried out at two companies, which we shortly introduce in the following sections.

1) System level testing at Ericsson: Ericsson AB (Ericsson) develops large software products for the mobile telecommunication network. The size of the organization during the study is several hundred engineers and the size of the projects is up to a few hundreds. Projects are increasingly often executed according to the principles of Agile software development and Lean production system, referred to as Streamline development (SD) within Ericsson [1]. In this environment, various teams are responsible for larger parts of the process compared to traditional processes: design teams (cross-functional teams responsible for complete analysis, design, implementation, and testing of particular features of the product), network verification and integration testing, etc. The organization uses a number of measurement systems for controlling the software development project (per project) described above, a number of measurement systems to control the quality of products in field (per product) and a measurement system for monitoring the status of the organization at the top level. All measurement systems are developed using the in-house methods described in [24], with the particular emphasis on models for design and deployment of measurement systems presented in [25]. The needs of the organization evolved from metrics calculations and presentations (ca. 8 years before the writing of this paper), to using predictions, simulations, early warning systems and handling of vast quantities of data to steer organizations at different levels, and providing information from project and
These needs are addressed by the action research projects conducted in the organization, since the 2006. In this paper we discuss functional verification on system level at Ericsson.

2) System level testing at Axis Communications: Axis Communications (Axis) is the market leader in network video and a driving force behind the shift from analogue to digital video surveillance. Axis offers network video solutions for professional installations featuring products and solutions that are based on innovative and open technical platforms. Thus, Axis is developing a range of software products software embedded in network cameras, video encoders and desktop video management software. Software development processes at the company are based on the agile principles with frequent deliveries to the main branch and empowered software development teams. The testing at Axis referred to in this paper consists of system level tests using complete products such as they are delivered to the customer. The purpose of these tests is to reveal not yet known problematic interactions that cannot be found using lower level testing. The product which is studied in this company was the network camera product with a number of releases on the market. The team was multidisciplinary and comprised designers, architects and testers.

V. RESULTS

In this section we show the statistical models from both collaborating companies visualized as heatmaps and we summarize the results from the interviews and group discussions. Finally we summarize the results in two scenarios where the CCTS have the most of the potential.

A. Identifying efficient tests: statistical models

Figure 1 shows the contingency table (heatmap) from Ericsson. The rows are on the component level (i.e. groups of source code modules) and the columns are test suites (i.e. groups of test cases). The data used for the recommendations is on the module and test cases level, but for the purpose of efficient visualization we choose to compress the changes.

In Fig. 1, on the left hand side there are is one test suite that is sensitive to changes in a large number of modules. Then, there are a couple of tests that are not responding to any changes in modules, represented by a broad white column. On the top, there are modules that do not cause any tests to fail, represented by a broad white row. According to our interviews, the way this visualization can be interpreted depends on the level of abstraction of the tests and on the purpose of the test suites – "The goal of our [platform tests] is to identify hidden dependencies. Fault omission and lower level faults should be found on lower levels".

On system level tests the more intensive colored areas in the heatmap are valuable for system and test architects when prioritizing refactoring efforts or creating a test suite with short execution time (e.g. for daily execution). There is also one test suite (on the right-hand side) which should be included in all test executions as it seems to be the most sensitive to the changed in the source code.

Our interviewees gave us one candidate explanation for the white rows and columns in Figure 1. Accordingly, the visualization shows all tests but not all modules. Specifically, modules from one of the two major components are missing and it is likely that the tests associated with the white column are more sensitive to changes in this component.

At Axis the relationship between the source code changes and the test failures is shown in Fig. 2. This heatmap is presented on the module and test case level and shows the size of the contingency table – hundreds of rows and columns.

The pattern in Fig. 2 is different from the pattern in the previous figure. For example there is no single test case which fails based on the majority of code changes. We can also
observe that the majority of test cases do not fail.

**B. Simulating test selection using CCTS**

The existing heatmap concept allows a simple recommendation algorithm, which, for a given set of changed modules, selects all tests for which the heatmap reports a co-occurring test failure.

To understand the performance of this algorithm, we used the heatmap constructed based on data from Axis. Analysis of the heatmap reveals that 1051 tests exist of which test failures were reported for 958. Thus, a first recommendation of test selection can be to suggest removing almost 100 tests from the test suite without considering the input of changed modules.

Axis also provided us with a single observation of a list of changed modules and tests that failed, representing results of one specific run. Note that this being only one data point does not allow for a conclusive assessment. The specific observation contains a list of 142 changed modules and 326 failed tests. For this observation, the simple heatmap algorithm recommends 948 tests for which failures are known, leading to a recall of 1, a precision of 0.26, and an f-measure of 0.41, which can be considered as a weak recommendation, as the number of tests is not sufficiently reduced.

We therefore experimented with two strategies to further reduce the number of recommended tests based on the following algorithm, which requires a heatmap $h$ and a list of recently changed modules $c$ to recommend tests:

1) Use the heatmap $h$ to look up $n_c$: how often each test failed together with a change in a module in $c$.
2) Order the tests in the heatmap according to this value, highest value first into the prioritized list of tests.
3) Return the top tests from the list:
   a) Strategy 1: Return the first $n\%$ tests from the list.
   b) Strategy 2: Return the first item from the list and every other test with $n_c \geq m\%$ of the first items.

Results from applying these strategies on the Axis data are presented in Table II. The first row in Table II shows that if all 1051 tests are executed, there is no speedup. Columns $n$ and $m$ refer to Strategy 1 and 2 in the above algorithm and do not apply for this row. Because we run all tests, we also run all tests that could fail and recall is 1. However, we also run the maximum number of tests that did not fail, which results in this data set into a precision of 0.24 and an f-measure of 0.39.

For the second row, we give the same data for all 958 tests that have previously failed according to our heatmap. As we run less tests that would not have failed, precision and f-measure are slightly better and, assuming similar execution time for each test, the recommended test suite runs 1.1 times faster than all tests.

The third row presents the data from only running step one of the heatmap algorithm, again with small improvements. The two last rows finally show the quite similar results that we can get with both selection strategies for optimal choice of $n$ (or $m$ respectively). These rows are quite promising, as they indicate that we can run the recommended test suits more than 3.5 times more often than all tests in the same time.

Figure 3 and 4 show how recall, precision, and f-measure change if the values for $n$ and $m$ (according to both selection strategies) are tweaked.

The leftmost data point in Figure 3 shows recall, precision, and f-measure for returning all tests that have a recorded failure in the heatmap. While the list of recommended tests gets smaller, the precision slowly goes up: Less tests are recommended that do not fail. At some point around $n = 35\%$, the recall starts to drop from 0.1, when tests that would have failed according to the Axis data set would no longer be recommended. Without further information on whether to prioritize recall or precision, the highest value of f-measure (yellow line in Fig. 3) denotes the optimal length of recommendations of $\approx 30\%$ of the tests in this case.

Figure 4 shows similar values for the second strategy. In the investigated case, all recommended tests should have at least $60\%$ of the recorded test failures that the first test in the prioritized list of tests has for the given set of changed modules ($0.6 \leq m \leq 0.72$).

The data to conduct the simulations for Ericsson was not available at the time of writing of this paper.

<table>
<thead>
<tr>
<th>Case</th>
<th>No. of Tests</th>
<th>Speed-up</th>
<th>$n$</th>
<th>$m$</th>
<th>f-m.</th>
<th>prec.</th>
<th>rec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>All tests</td>
<td>1051</td>
<td>0</td>
<td>–</td>
<td>–</td>
<td>0.39</td>
<td>0.24</td>
<td>1.00</td>
</tr>
<tr>
<td>Previously</td>
<td>958</td>
<td>1.10</td>
<td>–</td>
<td>–</td>
<td>0.41</td>
<td>0.26</td>
<td>1.00</td>
</tr>
<tr>
<td>failed tests</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heatmap</td>
<td>948</td>
<td>1.11</td>
<td>1.00</td>
<td>0.00</td>
<td>0.41</td>
<td>0.26</td>
<td>1.00</td>
</tr>
<tr>
<td>algorithm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimal case 1</td>
<td>287</td>
<td>3.68</td>
<td>0.30</td>
<td>–</td>
<td>0.69</td>
<td>0.54</td>
<td>0.97</td>
</tr>
<tr>
<td>(Fig. 3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimal case 2</td>
<td>283</td>
<td>3.71</td>
<td>–</td>
<td>0.65</td>
<td>0.69</td>
<td>0.54</td>
<td>0.97</td>
</tr>
<tr>
<td>(Fig. 4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
C. Scenarios for Applying CCTS

With respect to research goal of refining scenarios on how risk based test selection can offer value in daily work, we found that heatmaps enable refactoring and restructuring of the test landscape. In our interviews at Ericsson we identified two scenarios, which were confirmed by interviewees at Axis:

1. Re-distributing effort over test scope levels and ii) re-structuring test suites.

Scenario 1: Re-distributing effort over test scope levels. It is a goal to find problems as early as possible, i.e. to find all the problems inside of a unit with unit tests. The heatmap supports test managers in this, because they can start an analysis from the dark red areas. The goal then would be to reduce the darkness in the heatmap, i.e. having less test failures on this abstraction level.

Scenario 2: Re-structuring test suites. Interviewees at both companies indicated that tests should be selected and scheduled based on different scopes, e.g. for hourly, daily, and weekly execution. Thus, it seems like a good strategy to select tests for these test suites dynamically based on the changes to software artifacts (at least in the case of the hourly tests).

Both scenarios are in line with our research goal to develop a method which will help to select a suitable set of functional regression tests on system level that balances the need to find integration problems with the need to execute the tests quickly enough to support the fast pace of continuous integration. By dynamically constructing test suites for XFTs, obsolete tests are removed from their test suites. By taking into account all available tests and their history, tests that were previously missing in a XFTs test suite can be included if they promise enough value based on historical data and current source code changes.

VI. CONCLUSIONS

Continuous integration requires new ways of selecting test cases and requires more automation in that area, but this automation provides also new possibilities. One of such possibilities is automated collection of statistics of test case executions and collection of code churn statistics. These statistics allow for developing statistical models over which test cases are the most sensitive to changes in the source code – both in the total code base and in selected areas.

In this paper we explored the possibilities for using the new data as input to an automated test selection algorithm. The algorithm uses historical data and measures from the information retrieval area (precision, recall and f-measure) to find the optimal test suite to execute given a set of code churns.

The initial evaluation of the method at Ericsson and Axis Communications showed that the approach is feasible and can be used in practice in two scenarios. The first scenario is the restructuring of the test suites and the other redistribution of the test scope levels.

In our future work we intend to develop a tool for orchestrating test cases to further refine our method and provide a smarter test infrastructure.
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