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Abstract

Social network data has been modeled with several approaches, including Sociogram and Sociomatrices, which are popular and comprehensive. Similar to these we have developed here a novel modeling technique based on granular computing theory and fuzzy neighborhood systems, which provides a uniform framework to represent social networks. In this model, a social network is represented with a collection of granules. Fuzzy sets are used for defining the granules. The model is named Fuzzy Granular Social Network (FGSN). Familiar measures of networks viz. degree, betweenness, embeddedness and clustering coefficient are redefined in the context of this new framework. Two measures, namely, entropy of FGSN and energy of granules are defined to quantify the uncertainty involved in FGSN arising from fuzziness in the relationships of actors. Experimental results demonstrate the applicability of the model in two well known problems of social networks, namely, target set selection and community detection with comparative studies.
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1. Introduction

Popularity of on-line social networks like Twitter, Facebook, WhatsApp is increasing day by day. Active presence of the urban society in the e-Universe opens a new avenue of research opportunities. These networks are dynamic, large scale and complex. For a long time, sociologists and economic analysts worked in this field with off-line social network data. But, the data is now available from the on-line social networks which is characterized by large volume, velocity and variety. This forces computer science researchers to come up with new tools and algorithms to analyze these networks effectively and efficiently.

Apart from social and economical significance analysis, we can classify the research in social network analysis broadly into four groups namely, (a) analysis of network values [9, 19, 52], (b) community detection [3, 34, 4], (c) link predictions [23, 26] and (d) evolution of networks [24]. Trivial approach to analyze a network is to model it with graphs and use the networks analysis tools. Other modeling techniques to work with social network data include, statistical model, sociomatrices model, algebraic model, and agent-based model. There has been a development of game theoretic modeling of the network as well. We will discuss more on these in Section 2.
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The goal of this paper is to develop a unified framework to model social networks effectively and efficiently. A social network is viewed as a collection of relations between social actors and their interactions. These actors form closely operative groups, which are often indistinguishable in the process of problem solving. This resembles the concept of granules. As described in [51], a granule is a clump of objects (points) in the universe of discourse, drawn together, for example, by indistinguishability, similarity, proximity or functionality. Significance and merits of granular computing in data mining and knowledge discovery are adequately addressed in [38, 40]. This motivates us to model a social network in granular computing framework.

In addition, the basic concepts of “conceptual similarities” ‘between nodes’, ‘cluster of nodes’, ‘relation between nodes and their interactions’ etc. do not lend themselves to precise definition, i.e., they have ill-defined boundaries. So, it is appropriate and natural if a social network is represented in terms of fuzzy granules. Accordingly, in the proposed model a granule is constructed around a node with fuzzy boundary. The membership function for computing the degree of belonging of a node to the said granule is determined depending upon the problem in hand. Within this framework, we have redefined some of the popularly known network measures under granular space. We have also defined the entropy of the network, which provides a measure of uncertainty arising from fuzziness, as used in the model. Finally, we use some of these new measures to solve the problem of target set selection and community detection, as examples.

The rest of the paper is organized as follows. Section 2 provides some related research work on modeling of a social network and Section 3 reports basic notions of fuzzy set theory and granular computing. In Section 4, we provide the details of fuzzy granular model of social networks (FGSN). Section 5 contains some modified social measures as applicable to the fuzzy granular model of network. Section 6 reports the entropy measures of the network. Application of FGSN on target set selection and community detection problems along with their results is given in Section 7. Finally, in Section 8, we conclude with discussions on the applicability and future prospects of the model.

2. Related Approach

The network structure with actors and their relationships is usually modeled as graphs. In sociology, it is sometime referred as sociogram. In a sociogram, actors are represented by vertex of a graph, and relations by edges. Graphs appear naturally here as it is useful to represent how things are either physically or logically linked together.

Social network data, sometime represented in two-way matrices, is termed as sociomatrices [46]. The two dimensions of a sociomatrix are indexed by the senders (rows) and the receivers (column) of relationships. When the relation is of dichotomous type, we obtain the sociomatrix exactly same as the adjacency matrix. Sociogram and sociomatrices were first used by Moreno [29] who showed how social relationship can be pictured through these.

The same network can also be represented using the relational form. Relational algebras (also called role algebras) are used to analyze the structure of social roles by emphasizing multiple relations rather than actors. Harrison White and his students [2, 47] pioneered this approach as an extension to block modeling.

Another approach to model networks is using the statistical model. The idea of statistical modeling of network is to represent the main features of the social network by a few parameters and express the uncertainty of those estimates by standard error, p-value, posterior distribution etc. There are two approaches for statistical modeling of network, viz. model-based inference and
design-based inference. When a sample is drawn from a larger graph, design-based method can be used. Example of this technique is link-tracing design [44]. On the other hand, in model-based inference it is required to construct a probability model with the assumption that the observed data can be regarded as the outcome of a random draw from this model [11, 13].

Thus several models for describing social network exist starting from 1930s. Recently, the development on modeling social network problems using multi-agent theory and/or game theory has been observed. In their paper [21], Kleinberg et. al. modeled a network with \( n \) distinct agents who build link to one another based on a strategic game. The payoff to an agent arises as a difference of costs and benefits. Narayanam et. al. [31], on the other hand, mapped the information diffusion process of social network to the formation of coalitions in an appropriately defined cooperative game. In [16], authors modeled the user interactions of a network to explore the dynamic evolutionary process of knowledge sharing among users using agent-based computational approach. But the focus of these researches is mostly problem centric.

Fuzzy set theory has also received attention on social network analysis in recent years. In their work, Nair and Sarasamma [30] analyzed multi-modal social networks using fuzzy graphs and referred it as fuzzy social network. Later in 2008, Davis and Carley [8] used a stochastic model to identify fuzzy overlapping groups in social networks. Here they modeled the fuzzy overlapping group detection using an optimization problem. Another area where fuzzy sets have been used by different scientists is positional analysis (finding similarities between actors in the network) of social networks [10]. Instead of a general framework, these recent developments of fuzzy set theoretic approach in social network are more focused on a particular type of the network or particular application on the network. The fundamental difference of fuzzy social network and the proposed fuzzy granular social network is that in the former, individuals are treated as actors, whereas, in the latter we treat a group of individuals, i.e., a granule, as an actor.

Beside these, an attempt was made to use the concept of granular computing to model relational database for association discovery [15]. The technique is a specialized version of the general relational data mining framework which efficiently provides the search space for association discovery. Also, there were several research investigations focused on a problem oriented modeling of social network using different soft computing tools [3, 22, 25, 45]. However, none of these techniques provides any general framework which can serve as a generic platform, similar to sociogram or sociomatrices, to analyze social network data in view of different problems in the field.

3. Fuzzy Sets and Granular Computing

In this section, the basic notions of fuzzy sets and granular computing are mentioned in brief.

3.1. Fuzzy Sets

Traditional set theory deals with whether an element “belongs to” or “does not belong to” a set. Fuzzy set theory [50], on the other hand, concerns with the continuum degree of belonging, and offers a new way to observe and investigate the relation between sets and its members. It is defined as follows:

Let \( X \) be a classical set of objects, called the universe. A fuzzy set \( A \) in \( X \) is a set of ordered pairs \( A = \{(x, \mu_A(x)) | x \in X\} \), where \( \mu_A : X \to M \) is called the membership function of \( x \) in \( A \) which maps \( X \) to membership space \( M \). Membership \( \mu_A(x) \) indicates the degree of similarity (compatibility) of an object \( x \) to an imprecise concept, as characterized by the fuzzy set \( A \). The
domain of $M$ is $[0, 1]$. If $M = \{0, 1\}$, i.e., the members are only assigned either 0 or 1 membership value, then $A$ possesses the characteristics of a crisp or classical set.

The set of all elements having positive memberships in fuzzy set $A$ constitutes its support set, i.e.,

$$\text{Support}(A) = \{x | \mu_A(x) > 0\}. \quad (1)$$

The cardinality of the fuzzy set $A$ is defined as

$$|A| = \sum_{x \in X} \mu_A(x). \quad (2)$$

Union and intersection of two fuzzy sets $A$ and $B$ are also fuzzy sets and we denote them as $A \cup B$ and $A \cap B$ respectively. The membership functions characterizing the union and intersection of $A$ and $B$ are as follows:

$$\mu_{A \cup B}(x) = \max(\mu_A(x), \mu_B(x)), x \in X \quad (3)$$

$$\mu_{A \cap B}(x) = \min(\mu_A(x), \mu_B(x)), x \in X. \quad (4)$$

3.2. Granular Computing

Granular computing (GrC) is a problem solving paradigm with the basic element, called granules. The construction of granules is a crucial process, as their sizes and shapes are responsible for the success of granular computing based models. Further, the inter and intra relationships among granules play an important role. A granules may be defined as the clump of elements that are drawn together, for example, by indiscernibility, similarity and functionality. Each of the granules according to its shape and size, and with a certain level of granularity may reflect a specific aspect of the problem. Granules with different granular levels may represent a system differently.

Granulation is the process of construction, representation and interpretation of granules. It involves the process of forming larger objects into smaller and smaller into larger based on the problem in hand. According to Zadeh [51], “granulation involves a decomposition of whole into parts. Conversely, organization involves an integration of parts into whole.”

One of the realizations behind GrC is that - precision is sometimes expensive and not very meaningful in modeling and controlling complex systems. When a problem involves incomplete, uncertain and vague information, it may sometimes become difficult to differentiate the individual elements, and one may find it convenient to consider granules to represent a structure of patterns evolved by performing operations on the individual patterns [12]. Accordingly, GrC became an effective framework in designing efficient and intelligent information processing systems for various real life decision-making applications. The said framework can be modeled, for example, with the principles of fuzzy sets, rough sets, neural networks, power algebra, interval analysis [41]. For further details on the significance and various applications of GrC, one may refer to [38, 35, 37, 40, 48].

4. Fuzzy Granular Social Network

A social network is viewed from the standpoint of nodes (entities like persons, organizations) and their relationships. Global phenomenon of a social network always ensembles the local behaviors of individuals and their closely related neighborhoods. This motivates us to model a network
in terms of granules. Quantifying this vaguely defined term “closeness”, is another concern for modeling the social network in terms of a granular neighborhood system. Fuzzy set comes naturally here to address this issue. In this section, we shall provide a model to describe a social network in terms of fuzzy granular system, and name it Fuzzy Granular Social Network (FGSN).

4.1. The Model

Let us consider a social network represented by a graph $G(V,E)$, where $V$ is the set of all nodes (or vertex) and $E$ represents the relationships (or edges). Let the symbol $I$ represent the unit interval $[0,1]$. A fuzzy granular neighborhood defined over the vertex set of a social network $G$ is a function $\phi : V \rightarrow A(V)$, which assigns every node $v \in V$ to a fuzzy set $A \in I^V$. If $\phi(v)$ is nonempty, we call it the fuzzy neighborhood of the node $v$, i.e., $\phi(v)$ is the granule defined around the node $v$. Due to the complex nature of social networks a node could be a member of different such neighborhood sets reflecting its different levels of association. Let a family of fuzzy sets associated with each node $v \in V$ be $\Phi(v)$. $\Phi(v)$ represents the neighborhood sets of node $v$. A fuzzy granular social network is represented by a triple:

$$S = (C, V, G)$$

where

- $V$ is a finite set of nodes of the network
- $C \subseteq V$ is a finite set of granule representatives
- $G$ is the finite set of all granules, i.e., $G = \{\bigcup \Phi(c) | c \in C\}$

4.2. Directed Social Network

Directed social networks are represented by a graph in the same manner as in undirected network with the difference in the edge set $E$. Here, edges are ordered, i.e., an edge $(a,b)$ is different than $(b,a)$. So, we can represent a directed graph using the fuzzy granular social network with the quadruple,

$$S = (C, V, G_{IN}, G_{OUT})$$

where

- $V$ is a finite set of nodes of the network
- $C \subseteq V$ is a finite set of granule representatives
- $G_{IN}$ is the finite set of all granules considering only in-bound relationships
- $G_{OUT}$ is the finite set of all granules considering only out-bound relationships

**Remark 1.** If one wants to capture the maximum information of the network, $C$ should be equal to $V$. Note that, the social network data available from online network shows Big Data characteristics. So, a model describing these kinds of networks needs to address the challenging issue of scalability. In this regard, for reducing the execution time of data analysis to a tolerable range one may restrict the number of granules either based on a threshold, decided over the cardinality of the granule, or with human intervention.

4.3. Membership Functions

Based on the model described above let us consider a social network $S = (C, V, G)$. Let us now define a granule $g \in G$ around a representative node ($c \in C$) by assigning fuzzy membership values to its neighborhood. The properties of this granule describe the network properties of node $c$. Any
monotonically non-increasing function is suitable for capturing the properties of node $c$ and its neighborhood. In our experiment, we use the following fuzzy membership function:

$$
\mu_c(v) = \begin{cases} 
0 & \text{for } d(c, v) > r \\
\frac{1}{1 + d(c, v)} & \text{otherwise}
\end{cases}
$$

where $d(c, v)$ is the distance of node $v \in \mathcal{V}$ to the center $c \in \mathcal{C}$, and $r$ is the radius of the granule.

**Remark 2.** Distance function $d(c, v)$ can be any metric depending upon the problem in hand. For example, one can use

1. minimum hop\(^1\) distance from node $c$ to $v$,
2. or, minimum weighted hop distance, i.e. $d(c, v) = \sum_{e \in P} \omega(e)$ where $\omega(e)$ is the weight of the edge $e$ in path $P$ from $c$ to $v$,
3. or, reciprocal of the “number of paths” available between $c$ to $v$ in conjunction with the minimum hop distance.

For directed social network one can construct $\mathcal{G}_{IN}$ and $\mathcal{G}_{OUT}$ similarly using directional hop distance for calculating the membership values. □

Further, a node of the social network $\mathcal{S}$, can belong to more than one granule and in such scenario, the node will have different degrees of belonging to different granules. For a node $v$ having non-zero membership to more than a granule, membership values can be normalized using Equation 8 such that all these normalized membership values add up to unity.

$$
\tilde{\mu}_c(v) = \frac{\mu_c(v)}{\sum_{i \in \mathcal{C}} \tilde{\mu}_i(v)} \text{ such that } \sum_{i \in \mathcal{C}} \tilde{\mu}_i(v) = 1
$$

5. Social Network Measures

A social network, represented by a graph, encompasses social network properties. We usually analyze these by network measures like degree, betweenness, embeddeness and clustering coefficient values. This section shall provide equivalent granular measures for a social network represented by FGSN. Before describing the measures, let us describe an example network FGSN model, in the following subsection.

5.1. Example: Zachary karate club

Consider the friendship network of Zachary karate Club [49] shown in Figure 1(a). This network shows the friendship relations between 34 members of a US karate club in 1970s. Figure 1 summarizes the statistics about the data set and degree distributions of the network. Let the network be represented by $G(V, E)$. Our objective here is to model it by a Fuzzy Granular Social Network $\mathcal{S}(\mathcal{C}, \mathcal{V}, \mathcal{G})$. So, we need to define three sets $\mathcal{C}$, $\mathcal{V}$ and $\mathcal{G}$.

\(^1\)Hop count refers to the number of intermediate nodes through which the information must pass between source and destination
We first construct a portion of the network in FGSN and then provide with a general structure of this social network. Let us assume that we have two nodes in concern, node 1 and node 34, i.e., \( C = \{1, 34\} \). \( V \) is the set of all nodes in the network, so, \( V = V = \{1, 2, 3, \cdots, 33, 34\} \). Let us define the set of granules \( G \) around node 1 and node 34. We use the membership function described in Equation 7 with minimum hop distance \( h(c,v) \) as the distance metric and \( r = D \), the network diameter\(^2\). So, here \( G = \{A_1, A_{34}\} \) where \( A_c = \{(v, \mu_c(v)) \mid v \in V\} \). These two granules are shown

---

\(^2\)Network diameter is the largest shortest path computed over all pairs of nodes in the network.
in Figure 2 where darker shades of brown represent higher values of membership. As we have used normalized membership values (Eq. 8), the nodes in less overlapping region may turn to have higher membership than the center nodes of the granules. This indicates that those nodes belong only to a fewer number of granules as compared to the centers. This is intuitively appealing as the former ones have higher possibilities of ‘definitely belonging’ to a granules than the later ones.

In an ideal case, i.e., for capturing maximum information of the network, \( C \) should be equal to \( V \). With this configuration, the general form of the social network \( S(C,V,G) \) is described as follows:

\[
\begin{align*}
  \mathcal{V} &= \{v|\forall v \in V\} \\
  \mathcal{C} &= \{c|\forall c \in V\} \\
  \mathcal{G} &= \{A_c|\forall c \in \mathcal{C}, A_c = \sum_{v \in V} \tilde{\mu}_c(v)/v\}.
\end{align*}
\]

Following subsections describe different measures in the context of FGSN. The examples considered in this section assumed parameter \( r = 2 \).

5.2. Granular Degree of a Node

In the graph representation, a node’s degree is measured by the number of incident nodes. The degree of a node in FGSN representation, we call it granular degree, is defined by the cardinality of the granule centered at the node. Here each granule is represented by a fuzzy set, so we use Eq. 2 to compute the granular degree of a node \( c \) as

\[
D(c) = |A_c| = \sum_{v \in V} \tilde{\mu}_c(v)
\]  

(9)

In the karate club example, node 34 has a granular degree of 3.38026 and node 1 has a granular degree of 3.0044. Figure 3(a) shows the distribution of Granular degree of karate club data.

The formula works as it is for directed network as well, where we compute granular in-degree and granular out-degree as follows:

\[
\begin{align*}
  D_{IN}(c) &= |F_c| \quad \text{where} \ F_c \in \mathcal{G}_{IN} \\
  D_{OUT}(c) &= |O_c| \quad \text{where} \ O_c \in \mathcal{G}_{OUT}
\end{align*}
\]  

(10)

(11)

When a granule \( (A_c) \) around node \( c \) is represented by a crisp set, the membership \( \tilde{\mu}_c(v) \) of node \( v \) would take values only from the set \( \{0,1\} \). If we consider \( r = 1 \) here then only nodes directly connected to node \( c \) would get membership 1. And all other nodes of the network will get zero membership. In this case, granular degree of \( c \) boils down to its conventional degree of graph representation.

5.3. Granular Betweenness of a Node

Conceptually, the betweenness of a node quantifies the number of times it is used as a bridge between two other nodes along their shortest path. In graph representation, it is measured by the ratio of the number of such shortest paths passing through a node and the total number of shortest paths in the network. With a fuzzy granular social network, granular betweenness of a
representative node $c$ can be quantified by the sum of membership values that $c$ possesses for all granules in the system. Using the normalized membership values, granular betweenness of $c \in C$ may be defined as

$$B(c) = \frac{1}{\max_{i \in C}(\tilde{\mu}_i(c))} \quad (12)$$

$B(c)$ takes values in $[0, |C|]$. In our example network, granular betweenness of node 1 and node 34 is 9 and 9.5, respectively. The distribution of granular betweenness of karate club data is shown in Figure 3(b).

5.4. Granular Embeddedness of a Pair of Nodes

Embeddedness, for a graphical representation of social network, is measured for an edge. It is the number of common neighbors the two end points have. Granular embeddedness, however, is differently conceptualized for FGSN because it does not have a concept of edge. For a network, modeled in terms of fuzzy granules, the embeddedness for any pair of nodes defines how much a granule is embedded inside the other. It may be measured by the cardinality of the intersection of granules centered by the pair of points. Using Eqs. 4 and 2, granular embeddedness of a pair of nodes $a$ and $b$ is defined as

$$E(a, b) = |A_a \cap A_b| = \sum_{v \in V} \min(\tilde{\mu}_a(v), \tilde{\mu}_b(v)) \quad (13)$$

where $A_a$ and $A_b$ are the fuzzy sets representing the granules having the center nodes $a$ and $b$, respectively.

In the example of karate club, the embeddedness of 1 and 34 is found to be 0.610714 when $r = 2$, and 0.959073 when $r = D$, the diameter of the network.

If we use hop distance as a distance function in measuring the similarity between nodes $a$ and $b$ for defining the granules, then the $E$-value will be less when the nodes $a$ and $b$ are far apart physically. On the other hand, if we take, say, the retweet counts of Twitter like social network as the distance or similarity measure between nodes $a$ and $b$, i.e., higher number of retweets indicates higher conceptual similarities and have lower conceptual distance between the nodes $a$ and $b$, then the $E$-value will decrease as the conceptual distance between $a$ and $b$ increases.

Figure 3: FGSN of Zachery karate club
Similar to the crisp equivalence of granular degree, granular embeddedness also converges to embeddedness. For example, consider \( r = 1 \) and \( \tilde{\mu} = \{0, 1\} \). That is, a node gets membership 1 if it is an immediate neighbor of the center node and zero, otherwise. For an edge \((a, b)\), the granular embeddedness of its end points (Eq. 13) is the cardinality of the intersection of the two granules centered at \( a \) and \( b \). Since only the nodes directly connected to \( a \) (and \( b \)) have membership of 1 for granule centered around \( a \) (and \( b \)), the intersection of \( A_a \) and \( A_b \) contains only the common neighbors to both the nodes \( a \) and \( b \). So the granular embeddedness of nodes \( a \) and \( b \) (which is the cardinality of the said intersection) boils down to the conventional embeddedness in graph representation.

### 5.5. Triadic Closure and Granular Clustering Co-efficient

Triadic closure is the property among three nodes \( a, b, \) and \( c \) such that if a strong tie exists between \( a \) & \( b \) and \( a \) & \( c \), then there is a weak or strong tie between \( b \) & \( c \). One of the measures of triadic closure is clustering co-efficient. Before we define the granular clustering co-efficient of FGSN, we have the following definitions.

**Definition 1 (Tie).** In a FGSN, a tie is said to be formed by two nodes \( a, b \) (\( a \neq b \)) if they satisfy any one of the following:

\[
\begin{align*}
  b &\in \text{Support}(A_a) \quad \text{i.e.,} \quad \tilde{\mu}_a(b) > 0 \quad (14) \\
  a &\in \text{Support}(A_b) \quad \text{i.e.,} \quad \tilde{\mu}_b(a) > 0 \quad (15)
\end{align*}
\]

where \( A_a, A_b \in \mathcal{G} \). Let us denote a tie between node \( a \) and node \( b \) as \( \mathcal{T}(a, b) \).

**Definition 2 (Weak and Strong Ties).** A tie \( \mathcal{T}(a, b) \) is said to be strong if it satisfies both Equations 14 and 15. Otherwise we say, it is a weak tie.

A tie in a graph model of social network is a physical link between two nodes \( a \) and \( b \). In contrast, for a FGSN the tie represents a conceptual communication channel between \( a \) and \( b \). The tie will have intensity associated with it which defines the membership of its being a physical tie of the network. A strength of a tie is the average value of the membership of one node in the other’s granule and vice-verse.

**Definition 3 (Strength of a Tie).** Strength of a tie \( \mathcal{T}(a, b) \) is measured by

\[
\tilde{\mu}(\mathcal{T}(a, b)) = \frac{\tilde{\mu}_a(b) + \tilde{\mu}_b(a)}{2}.
\]

Let us now define ‘Triangle’ in the network.

**Definition 4 (Triangle).** Three nodes \( i, j \) and \( k \) of a FGSN are said to form a triangle, iff there exist three ties \( \mathcal{T}(i, j), \mathcal{T}(j, k) \) and \( \mathcal{T}(k, i) \). A triangle is denoted by \( \mathcal{T}(i, j, k) \) and its membership value of being a clique in the network is

\[
\tilde{\mu}(\mathcal{T}(i, j, k)) = \begin{cases} \\
\frac{\tilde{\mu}(\mathcal{T}(i, j)) + \tilde{\mu}(\mathcal{T}(j, k)) + \tilde{\mu}(\mathcal{T}(k, i))}{\tilde{\mu}_i(i) + \tilde{\mu}_j(j) + \tilde{\mu}_k(k)} & \text{if } \tilde{\mu}(\mathcal{T}(i, j)), \tilde{\mu}(\mathcal{T}(j, k)), \tilde{\mu}(\mathcal{T}(k, i)) > 0 \\
0 & \text{otherwise.}
\end{cases}
\]

(17)
Definition 5 (Granular Clustering Co-efficient). Clustering co-efficient of a vertex in the graph representation quantifies how close its neighbors are for being a clique. It is measured by the ratio of cliques at the node and the total number of triples the node involves in. A triple is formed by two strong ties. Similar to the clustering co-efficient in the graph representation we now define the granular clustering co-efficient in the context of FGSN.

Let us assume that all the triangles, where a node \( i \) is involved in, are represented by the fuzzy set,

\[
\delta(i) = \sum_{j,k \in C} \tilde{\mu}(T(i, j, k)) / T(i, j, k).
\]

The granular clustering co-efficient of a node \( i \) is the fraction of triangles, node \( i \) is involved in. It may be represented as

\[
CC(i) = \frac{1}{\eta} \times |\delta(i)| = \frac{1}{\eta} \times \sum_{j,k \in C} \tilde{\mu}(T(i, j, k))
\] (18)

where \( \eta \) is the number of triples that node \( i \) forms with all other nodes in the network, i.e.,

\[
\eta = \left( |\{A | A \in G \text{ and } i \in \text{Support}(A)\}| - 1 \right).
\]

Granular clustering co-efficient of the network is defined as

\[
CC(S(C, V, G)) = \frac{1}{|C|} \times \sum_{i \in C} \frac{|\delta(i)|}{\eta} = \frac{1}{|C|} \times \sum_{i \in C} \sum_{j,k \in C} \tilde{\mu}(T(i, j, k)) / \eta
\] (19)

In the aforesaid karate club network, the granular clustering co-efficient is 0.00125334 when \( r = 2 \), and 0.00308488 when \( r = D \), the network diameter.

6. Uncertainties in FGSN

Uncertainty in a social network arises due to the presence of vaguely defined closeness between nodes. In a network, relationships are not crisp, i.e., the presence of a relationship (link) in a network does not imply that both the nodes are 100% committed towards each other. Similarly, the absence of a link does not necessarily mean they are not completely following each other. In other words, each relationship has a degree of togetherness.

Let us define two measures of uncertainties in FGSN in terms of fuzziness, as follows:

6.1. Energy Measure of a Granule in FGSN

Let us consider a monotonically increasing mapping \( e : [0, 1] \rightarrow [0, 1] \) with the boundary conditions \( e(0) = 0 \) and \( e(1) = 1 \). An energy measure of a granule \( A_c \in G \), denoted by \( E(A_c) \), is a function of its characterizing membership values, represented as

\[
E(A_c) = \sum_{x \in V} e[\tilde{\mu}_c(x)]
\] (20)

This measure quantifies the energy associated with the granule \( A_c \). The energy increases as the membership values of its supporting nodes increase. The energy measure of \( A_c \) reduces to its
cardinality if we use the identity mapping $e(x) = x \forall x \in V$, i.e.,

$$E(A_c) = \sum_{x \in V} \tilde{\mu}_c(x) = |A_c|$$  \hspace{1cm} (21)

One can also think of a different functional for $e$ other than the identity mapping, for example, $e(x) = x^a, a > 0$ or $e(x) = \sin(\frac{\pi}{2} x)$.

6.2. Entropy Measure of FGSN

Given a FGSN $S(C, V, G)$, each granule $A_c \in G$ represents a fuzzy equivalence class under the attribute set $C$. If we have $n$ objects in the universe $V$ then the fuzzy relative frequency [28] of a granule will be

$$\rho(A_c) = \frac{|A_c|}{n}$$  \hspace{1cm} (22)

where $|A_c|$ is the cardinality of the granule $A_c$. Based on this relative frequency of granules, one can find the information gain of a FGSN through its entropy, using Shannon’s logarithmic function, as

$$H(S) = -\sum_{A_c \in G} \rho(A_c) \log_\beta (\rho(A_c))$$  \hspace{1cm} (23)

where $\beta$ represents the base of logarithm. Applying Equation 22 into Equation 23 we get

$$H(S) = -\frac{1}{n} \sum_{A_c \in G} |A_c| \log_\beta (\frac{|A_c|}{n}).$$  \hspace{1cm} (24)

The value of $H(S)$ can vary in $[0, \log_\beta (|C|)]$. $H(S) = 0$ means the FGSN is least uncertain, while its value equal to $\log_\beta (|C|)$ signifies the highest uncertainty.

7. Application and Results

In this section we show how the proposed fuzzy granular social network model and the different measures provided in the earlier section can provide solutions to the well known problems of social network analysis, namely, target set selection and community detection.

7.1. Configuration and Hardware/Software Platforms

A social network is represented both in its graph ($G(V, E)$) and fuzzy granular ($S(C, V, G)$) forms. For this purpose following mapping has been used irrespective of the data set.

- $\mathcal{V} = \{v | \forall v \in V\}$
- $\mathcal{C} = \{c | \forall c \in V\}$
- $\mathcal{G} = \{A_c | \forall c \in \mathcal{C}, A_c \equiv \sum_{v \in \mathcal{V}} \tilde{\mu}_c(v) / v\}$.

Membership value $\tilde{\mu}_c(v)$ is calculated based on Equation 8. The value of the parameter $r$ (radius of Granule) is chosen based on the data set.
Figure 4: Dolphin social graph

7.2. Data Set Description

In the experiments, we use three data sets, namely Zachary karate club [49], Dolphin social network [27], and Political blog network [1]. In Section 5.1 we have described the inherent characteristics of Zachary karate club. Here we include the details of the other two data sets used before describing the results.

Dolphin social graph. The network of frequent associations among 62 bottlenose dolphins living in Doubtful Sound, New Zealand was collected between 1995 to 2001 by Lusseau et. al [27]. The network is an undirected graph of their interactions, and properties of the network are given in Figure 4.

Political blogs network. The network of political blog was collected in 2005 by Adamic and Glance [1] which is a directed network of hyperlinks between weblogs on US politics. The network has 1490 nodes and 16718 edges. The detail of the network is provided in Figure 5.
7.3. Target Set Selection Problem

Domingos and Richardson [9, 43] were the first to study this problem from the angle of the algorithmic aspect, and later other researchers [17, 18, 20] studied the problem as a discrete optimization problem. Here we shall describe the optimization problem as applicable to FGSN, readers may refer to [17, 18, 20, 45, 6] for problem statement based on graph representation.

Let us consider an influence function $\sigma : 2^V \rightarrow \mathbb{N}$, defined for a social network $S(C, V, G)$, such that given a set of initial active nodes $K \in 2^V$, $\sigma(K)$ returns the expected number of active nodes at the end of information cascade. The problem of target set selection is to find the $k$ number of influential nodes for which influence in $S$ is maximum. So, this is a maximization problem defined as

$$\max_K \sigma(K)$$

subject to $|K| = k, k > 0$.

In the experiments, we simulated independent cascade model [17] of information diffusion using Monte Carlo process. We compared the total influence of $k$ nodes selected according to their granular degrees with those of the following three algorithms:

- **High Degree Heuristics**: Top $k$ nodes are selected based on the degree (for directed network in-degree) of the nodes.
- **Random**: $k$ nodes are selected randomly in the network.
- **Diffusion Degree Heuristics [36]**: Top $k$ nodes are selected based on the diffusion degree score of the network.
7.3.1. Results

We first selected the top-$k$ nodes (that is, the centers of the granules), from a given FGSN, according to the descending order of granular degree value. We refer this algorithm as Granular degree heuristic. Then we pass these top $k$ nodes, as the set of seeds, in the Monte Carlo simulation of information diffusion (independent cascade model). The output of the simulation process represents the number of total nodes influenced due to the input seed set. We have varied the value of $k$ from 1 to 15. We also repeated the experiments for all the comparative algorithms. These results are reported in Figure 6. Here $X$-axis shows the value of $k$ and the $Y$-axis presents the total number of nodes influenced. As the Monte Carlo process is a stochastic process, we executed each experiment for 10000 trials and reported here the average values. It is clear, from the figure that, for Zachery karate club and Dolphin social network, results obtained with the proposed measure outperform those obtained by other algorithms for most values of $k$. This signifies that the set of seeds selected using the proposed method on FGSN is able to determine the superior top $k$ influential nodes. For Political blogs, the performance is at par with the High Degree Heuristic, superior to random and inferior to Diffusion Degree Heuristics.

Figure 7 shows the effect of the granule radius ($r$) on the performance. We experimented with $r$ varying from 1 to 5, and the results are reported for three different data sets. For all three cases, the best results are obtained for $r = 2$. Other values of $r$ provide poorer performance. Radius of 1,
For target set selection problem, this does not characterize a node’s indirect influence. Hence, it produces poor performance as compared to those of $r = 2$. On the other hand, a value of $r > 2$ theoretically considers the indirect influences in greater extent, and due to the stochastic nature of information diffusion, this causes more and more uncertainty into the system. Thus it wrongly identifies the top-$k$ nodes, deteriorating the performance.

$$i.e., \ r = 1 \ \text{considers only immediate neighbors of granule as its supporting nodes.}$$

$$\text{For, target set selection problem, this does not characterize a node’s indirect influence.}$$

$$\text{Hence, it produces poor performance as compared to those of } r = 2.$$ 

$$\text{On the other hand, a value of } r > 2 \ \text{theoretically considers the indirect influences in greater extent,}$$

$$\text{and due to the stochastic nature of information diffusion, this causes more and more uncertainty into the system.}$$

$$\text{Thus it wrongly identifies the top-k nodes, deteriorating the performance.}$$

![Graphs of Total Influence with k for different values of r](image)

**Figure 7:** Variation of total influence with $k$ for different values of $r$ corresponding to granular degree

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Data Sets</th>
<th>Zachary karate club</th>
<th>Dolphin social graph</th>
<th>Political blogs network</th>
</tr>
</thead>
<tbody>
<tr>
<td>Granular Degree Heuristics</td>
<td>Data Sets</td>
<td>0.311</td>
<td>0.52</td>
<td>27.26</td>
</tr>
<tr>
<td>High Degree Heuristics</td>
<td></td>
<td>0.3</td>
<td>0.48</td>
<td>3.7</td>
</tr>
<tr>
<td>Random Selection</td>
<td></td>
<td>0.2</td>
<td>0.2</td>
<td>0.5</td>
</tr>
<tr>
<td>Diffusion Degree Heuristics</td>
<td></td>
<td>12.19</td>
<td>16.532</td>
<td>$9.29 \times 10^4$</td>
</tr>
</tbody>
</table>

**Table 1:** Execution time (in sec) of different algorithms for 1000 runs

Execution time (in seconds) of different algorithms for 1000 runs is shown in Table 1. As expected, the random selection method needs lowest time for all the data sets. Diffusion degree heuristics, on the other hand, takes longest time for all the cases. The proposed Granular degree
heuristic requires much lower execution time as compared to diffusion degree for all the data sets. For Zachary karate club and Dolphin social graph, it is almost as fast as the high degree heuristics. For Political blog network, however, the proposed algorithm takes longer time compared to high degree heuristics.

We mention that the time taken for the initial modeling of FGSN is seen to be 3.61, 12.54 and $7.09 \times 10^3$ for the Zachary karate club, Dolphin social graph and Political blog data respectively. Once the modeling is complete, algorithms for other tasks of network analysis can be formulated.

7.3.2. Computational Complexity

The algorithm of target set selection using granular degree runs on fuzzy granular social networks. When analyzing the computational complexity here, we need to consider the time complexity of conversion of a social network from graph representation to fuzzy granular representation. This is done by assigning membership values to the neighborhood nodes which can be done by traversing the graph in a breadth-first manner. The worst case complexity of the same is $O(|V| + |E|)$, where $|V|$ is the number of nodes and $|E|$ is the number of edges in the network.

In the next step, we measure the granular degree of each granule, for which the complexity is $O(|C|)$, and select the top $k$ nodes. The final selection of top $k$ nodes requires $O(kn)$ time.

Thus the total time complexity of the algorithm to find $k$-top influential nodes using the proposed method is $O(|V| + |E| + |C| + kn)$.

7.4. Community Detection

Another important problem in social network analysis is community detection. It is very useful because nodes belonging to the same community also possess some common characteristics and thus provide better insights of the network. We can define communities within networks as subsets of nodes, which are more densely connected as compared to the rest of the network [7]. The study of community detection has a long history, and it is closely related to the graph partitioning in graph theory and hierarchical clustering in sociology. One of the highly cited investigations in this area of hierarchical clustering is by Newman and Girvan [33]. Their techniques discover natural groups based on different similarity measures or strength of connections. They also provided a measure, namely modularity, for evaluating the detected communities. It is defined as

$$Q = \sum_i (e_{ii} - a_i^2) \ \forall i \quad (25)$$

where $e_{ii}$ is the observed fraction of edges within the group $i$ and $a_i^2$ is the expected fraction of edges within the same group $i$. If $e_{ij}$ is the fraction of edges in the network that connects community $i$ to $j$, then $a_i = \sum_j e_{ij}$. $Q$ can vary between $[-1/2, 1)$ and a value close to 1 indicates stronger community structure.

In this section, we define granular modularity and a new community detection algorithm in the context of FGSN, and apply the same on the aforesaid data sets to detect the community structures.

7.4.1. Granular Modularity

In FGSN we represent a network with a collection of granules. A node has membership to more than one granule. Intuitively, a granule has two-way relations, inwards and outwards. For a granule in question, the “inward” relation concerns with the membership of nodes with respect to
that granule, whereas the “outward” means node membership to other granules. With this notions we define granular modularity as

\[
Q(A_c) = \frac{\sum_{v \in \text{Support}(A_c)} \sum_{u \in \text{Support}(A_c)} \tilde{\mu}_v(u) - \sum_{v \in \text{Support}(A_c)} \sum_{u \notin \text{Support}(A_c)} \tilde{\mu}_v(u)}{|V|}.
\]  

(26)

The first part of the numerator, i.e., \(\sum_{v \in \text{Support}(A_c)} \sum_{u \in \text{Support}(A_c)} \tilde{\mu}_v(u)\), corresponds to inwards connections and signifies how tightly the members of the granule are oriented. And the second part, i.e., \(\sum_{v \in \text{Support}(A_c)} \sum_{u \notin \text{Support}(A_c)} \tilde{\mu}_v(u)\) indicates how much the members of the concerned granule are coupled to other granules in the network. We measure the granular modularity of the network as a summation of granular modularity of all the individual granules in the network. Accordingly, the granular modularity of a social network represented in FGSN is

\[
Q = \sum_{A_c \in \mathcal{G}} Q(A_c).
\]  

(27)

Granular modularity varies between \([-0.5, 1]\) and it increases when granules have more inward memberships than outwards, i.e., the granules become more modular.

7.4.2. Algorithm

Given a FGSN, i.e., a collection of granules, as input, the algorithm initially considers each granule as a community. Then it finds similar granules and merges them to obtain a larger community. To identify which granules would be merged, we use granular embeddedness measure. The algorithm runs as follows:

**Step 1** Initialize:

(a) \(\mathcal{F} = \mathcal{S}(\mathcal{C}, V, \mathcal{G})\);
(b) \(\mathcal{C} \leftarrow \emptyset\) (Set of Community); \(\mathcal{S} \leftarrow \emptyset\) (Set of Centers);
(c) \(\mathcal{P} \leftarrow\) All possible pairs of \(\mathcal{C}\)
(d) \(i \leftarrow 0\) (Index of \(\mathcal{P}\) during iteration)

**Step 2** Find Granular Embeddedness for all values of \(\mathcal{P}\)

**Step 3** Order \(\mathcal{P}\) based on the descending values of their Granular Embeddedness

**Step 4** \((p, q) \leftarrow \mathcal{P}[i]\)

**Step 5** If \(p \notin C\) as well as \(q \notin C \forall C \in \mathcal{C}\) then

(a) create new community \(C' \leftarrow \{p, q\}\) and store in \(\mathcal{C}\)
(b) Select cluster center between \(p\) and \(q\) based on the higher value of Granular Degree and store in \(\mathcal{S}\)
(c) Go to Step 9

**Step 6** If \(p \notin C, \forall C \in \mathcal{C}\) and \(q \in \mathcal{S}\) then
(a) Select $C \in \mathbb{C}$ for which $q$ is a member and put $p$ in the same community
(b) Replace $q$ with $p$ in $S$ if Granular Degree of $p$ is higher than that of $q$
(c) Go to Step 9

**Step 7** If $q \notin C$, $\forall C_i \in \mathbb{C}$ and $p \in S$ then
(a) Select $C \in \mathbb{C}$ for which $p$ is a member and put $q$ in the same community
(b) Replace $p$ with $q$ in $S$ if Granular Degree of $q$ is higher than that of $p$
(c) Go to Step 9

**Step 8** Skip the pair if $p, q \in C$, for any $C \in \mathbb{C}$

**Step 9** $i \leftarrow (i + 1)$; if $i < $ the length of $\mathbb{P}$ then Go to Step 4 otherwise Stop.

After getting the output from the above algorithm, we merge the granules of the same community using the union operation of fuzzy sets, and if require, repeat the same algorithm with the said reduced number of granules. Let us name this granular embeddedness based community detection algorithm as GranE-FGSN.

### 7.4.3. Results

We executed the proposed GranE-FGSN on all the three data sets. We compared the output with three popular community detection algorithms viz. centrality based method [14] (referred as Cen-CD), modularity optimization based community detection method [32] (referred as Mod-CD) and $k$-clique percolation method (CPM-CD) [39].

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Data Sets</th>
<th>Zachary karate club</th>
<th>Dolphin social graph</th>
<th>Political blogs network</th>
</tr>
</thead>
<tbody>
<tr>
<td>GranE-FGSN</td>
<td></td>
<td>4</td>
<td>3</td>
<td>99 (17 with 10 or more node)</td>
</tr>
<tr>
<td>Mod-CD</td>
<td></td>
<td>3</td>
<td>4</td>
<td>280 (3 with 10 or more node)</td>
</tr>
<tr>
<td>Cen-CD</td>
<td></td>
<td>5</td>
<td>5</td>
<td>456 (2 with 10 or more node)</td>
</tr>
<tr>
<td>CPM-CD</td>
<td></td>
<td>5</td>
<td>20</td>
<td>496 (1 with 10 or more node)</td>
</tr>
</tbody>
</table>

Table 2: Number of communities detected by different algorithms on different data sets

The numbers of communities detected by different algorithms are listed in Table 2. For convenience, pictorial representations of the community structures are shown in Figure 8. In Zachary karate club, the proposed GranE-FGSN is seen to detect four communities which is one less than that obtained by Cen-CD and CMP-CD methods, and one more than by Mod-CD algorithm. In case of Dolphin social graph it is three for GranE-FGSN compared to 4, 5, and 20 for Mod-CD, Cen-CD and CPM-CD respectively. However, for the Political blogs network, variation of the numbers of detected communities by different algorithms is very prominent. In addition, there are very large number of communities detected with less than 10 nodes, unlike the other two data sets. These phenomena can be justified in terms of the clustering co-efficient. For example, Political
blogs network have zero clustering co-efficient (Fig. 5(b)) unlike Zachary karate club (Fig. 1(c)) and Dolphin social graph (Fig. 4(c)), signifying that the Political blogs network does not possess prominent community structure. This may be the reason of the erratic behavior of the number of detected communities (see the last column of Table 2).

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Data Sets</th>
<th>Zachary karate club</th>
<th>Dolphin social graph</th>
<th>Political blogs network</th>
</tr>
</thead>
<tbody>
<tr>
<td>GranE-FGSN</td>
<td>0.37</td>
<td>0.47</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>Mod-CD</td>
<td>0.38</td>
<td>0.49</td>
<td>0.43</td>
<td></td>
</tr>
<tr>
<td>Cen-CD</td>
<td>0.40</td>
<td>0.52</td>
<td>0.42</td>
<td></td>
</tr>
<tr>
<td>CPM-CD</td>
<td>0.22</td>
<td>0.37</td>
<td>0.002</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Modularity value of different algorithms

We now check the goodness of these identified communities with modularity ($Q$) and granular modularity ($Q_g$) measures. We compute the modularity ($Q$) value for each of the output community structures using Eq. 25. Table 3 reports the same for different data sets. Modularity values found for different algorithms are positive. This indicates that the communities found by these algorithms have higher number of edges within their own community as compared to other communities. It is also evident that, the modularity of proposed GranE-FGSN is higher than CPM-CD for all the data sets. In case of Dolphin social graph and Zachary karate club, the proposed one provides results comparable to Mod-CD. Cen-CD is the best for Zachary karate club and Dolphin social graph although it takes largest time (Table 5).

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Data Sets</th>
<th>Zachary karate club</th>
<th>Dolphin social graph</th>
<th>Political blogs network</th>
</tr>
</thead>
<tbody>
<tr>
<td>GranE-FGSN</td>
<td>0.73</td>
<td>0.81</td>
<td>0.49</td>
<td></td>
</tr>
<tr>
<td>Mod-CD</td>
<td>0.74</td>
<td>0.79</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>Cen-CD</td>
<td>0.67</td>
<td>0.75</td>
<td>0.87</td>
<td></td>
</tr>
<tr>
<td>CPM-CD</td>
<td>0.80</td>
<td>0.59</td>
<td>0.92</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Granular modularity value of different algorithms

Granular modularity of three data sets for different methods are listed in Table 4. In Dolphin
social graph, granular modularity is highest for the proposed GranE-FGSN. On the other hand, for Zachary karate club it is higher that Cen-CD, comparable to Mod-CD and lower than CPM-CD.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Zachary karate club</th>
<th>Dolphin social graph</th>
<th>Political blogs network</th>
</tr>
</thead>
<tbody>
<tr>
<td>GranE-FGSN</td>
<td>44.23</td>
<td>174.35</td>
<td>3.624 × 10³</td>
</tr>
<tr>
<td>Mod-CD</td>
<td>2.00</td>
<td>3.05</td>
<td>1.39 × 10³</td>
</tr>
<tr>
<td>Cen-CD</td>
<td>56.15</td>
<td>244.94</td>
<td>2.62 × 10⁴</td>
</tr>
<tr>
<td>CPM-CD</td>
<td>2.30</td>
<td>5.42</td>
<td>1.47 × 10⁴</td>
</tr>
</tbody>
</table>

Table 5: Execution time (in sec) of different algorithms for 1000 runs

Table 5 shows the execution time of different algorithms. Results, shown in seconds, correspond to 1000 executions of each of the algorithms. From the table it is evident that the proposed method (including the time taken for converting a social network into FGSN) takes significantly lesser time compared to Cen-CD algorithm, although it needs more time than Mod-CD and CPM-CD.

7.4.4. Computational Complexity

Similar to the target set selection problem, the algorithm of community detection also runs on fuzzy granular social networks. The conversion of a social network to a FGSN takes \( O(|V| + |E|) \) time (see Section 7.3.2).

In the next step, we measure the granular embeddedness for all the pairs of granules in FGSN. This requires \( \binom{|C|}{2} \) time. Then we order these values, which requires \( O\left(\binom{|C|}{2} \times \log_2\left(\binom{|C|}{2}\right)\right) \) using the best sorting algorithm available. Finally, an iteration over this sorted list is performed to get the community structure. So, the total time complexity of the algorithm in a worst case scenario is \( O(|V| + |E| + 2 \times \binom{|C|}{2} + \binom{|C|}{2} \times \log_2\left(\binom{|C|}{2}\right)) \).

7.5. Entropy

The entropy values with varying \( r \) are plotted in Figure 9. It is evident from the figures that the lowest entropy for Zachary karate club and Dolphin social graph corresponds to \( r = 2 \) and \( r = 3 \) respectively, and as \( r \) approaches to \( D \), the diameter of the network, the entropy approaches to its maximum value. Political blog network, on the other hand, is a directed social network. In addition to that it is a blog network depicting the web links as a relation. So, here a link can be established from a later published blog to an earlier one, but the reverse is not possible. In this network, we found a completely reverse trend compared to that in the undirected networks viz., karate club and Dolphin social graph. Here the entropy sharply falls as \( r \) increases from 1 to 4 and then attains a minimum value as the granule radius \( r \) approaches the value of \( D \).

8. Discussions and Conclusions

We presented a novel modeling technique based on fuzzy granular theory to describe a network in terms of granules, and name it Fuzzy Granular Social Network (FGSN). Here we expressed each granule using a fuzzy set. Based on this model, we defined some new measures, e.g., granular degree, granular betweenness and granular clustering co-efficient of a node; granular embeddedness of a pair of nodes; and granular clustering co-efficient and granular modularity of a FGSN. In addition, we defined entropy of FGSN to compute the uncertainties involved in the model.
Experimentally, it is shown that the model provides a generic platform to analyze social networks. In this regard, two well known problems were studied on three real life social networks. Result for target set selection problem shows improvement in solutions compared to their counterpart of graph representation for most of the cases and comparable results are found for community detection problem. Although, some of the algorithms available in the domain might provide better solutions as compared to the proposed methodology, this novel approach of FGSN will open a new avenue and provide directions on using the established granular computing theory and other efficient data mining techniques into the demanding dynamics of social networks and related problems with a scope of newly defined measures and efficient algorithms. Entropy, defined here over FGSN reflects well the uncertainties involved in the aforesaid tested networks. For undirected networks, as the radius ($r$) of granules increases, entropy initially falls to a minimum value and then increases. It means, the minimum uncertainty is attained only when the size of the granules could appropriately characterize the overlapping nature of the communities. Other values of $r$ either under characterize (leading towards crisp granularity) or over characterize the overlapping. However, this is not true, as expected, for the directed Political blogs network, where the network forms a tree-like structure. In the context of entropy measure in neighbourhood systems, one may refer to [5, 42].
Further, the networks we experimented with, are very good representatives of different horizons of social networks viz. friendship network, web blog network, directed and undirected network. Thus, the FGSN model can easily be applied to social networks of different shapes and sizes by just varying the membership function or by modifying the parameters. In addition, one can effectively manage big social network data using local analysis by reducing the size of nodes in concern.
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