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Abstract—We present a new outer bound for the sum capacity of general multi-unicast deterministic networks. Intuitively, this bound can be understood as applying the cut-set bound to concatenated copies of the original network with a special restriction on the allowed transmit signal distributions. We first study applications to finite-field networks, where we obtain a general outer-bound expression in terms of ranks of the transfer matrices. We then show that, even though our outer bound is for deterministic networks, a result from [1] relating the capacity of AWGN $K \times K \times K$ networks and the capacity of a deterministic counterpart allows us to establish an outer bound to the DoF of $K \times K \times K$ wireless networks with general connectivity. This bound is tight in the case of the “adjacent-cell interference” topology, and yields graph-theoretic necessary and sufficient conditions for $K$ DoF to be achievable in general topologies.

I. INTRODUCTION

Characterizing network capacity is one of the central problems in network information theory. While this problem is in general unsolved, there has been considerable success in several different research fronts. For single-flow wireless networks, for example, the capacity has been characterized first in the single-unicast scenario as a result of the max-flow min-cut theorem [2] and then in the multicast scenario [3] using network coding. Later, in [4], the max-flow min-cut theorem was generalized for a class of linear deterministic networks, which motivated the characterization of the capacity of single-flow wireless networks to within a constant gap [4].

In the case of multi-flow networks, i.e., when there are multiple data sources, most of the work has focused on single-hope interference channels, for which the capacity has been determined or approximated to within a constant gap in some two-user cases [5–8], and the degrees of freedom (DoF) have been characterized in the general $K$-user case [9, 10]. More recently, efforts have been made towards understanding more general multi-hop multi-flow networks, such as two-unicast networks [11–16] and $K$-unicast two-hop networks [17].

A classic tool in the study of network capacity is the cut-set bound [18]. This capacity outer bound is attractive due to its generality – it applies to arbitrary memoryless networks – and the fact that it is a single-letter expression. Furthermore, it is known to be tight in multirate wireless line and linear deterministic networks and within a constant gap of capacity in AWGN relay networks [4]. For multi-flow networks, however, the cut-set bound is easily seen to be arbitrarily loose. Aside from the wireline case, where improvements over the cut-set bound are known [19–21], most “non-cut-set” bounds are tied to specific settings (e.g., [6, 14]), and few general techniques are known.

In this paper, we propose a new generalization to the cut-set bound for deterministic $K$-unicast networks. The intuition behind our bound comes from noticing that a coding scheme for a $K$-unicast network $N$, when applied to a concatenation of multiple copies of $N$, can be used to achieve the original rates while inducing essentially the same distribution on the transmit signals of each copy of $N$. Hence, one should be able to apply the cut-set bound to the concatenated network with a restriction on the possible transmit signal distributions. As we show, one can in fact require the transmit signals distribution on each copy to be the same, which can significantly reduce the values that the mutual information terms attain.

In terms of applications, we first consider linear finite-field networks. These networks have recently received attention as they allow the deterministic modeling of wireless networks and can provide insights about their AWGN counterparts. Similar to the cut-set bound in [4], we obtain a general outer-bound expression in terms of ranks of transfer matrices. We then focus on $K \times K \times K$ topologies. Besides being a canonical example of $K$-unicast multi-hop networks, as recently shown in [17], they reveal the significant role relays can play in interference management. For binary $K \times K \times K$ networks, our rank-based bound yields necessary and sufficient conditions for rate $K$ to be achieved. Furthermore, using a result from [1] that relates the capacity of $K \times K \times K$ networks under the AWGN and the truncated deterministic models, we obtain a bound on the DoF of $K \times K \times K$ AWGN networks with general connectivity. This bound is tight in the case of the $K \times K \times K$ topology with “adjacent-cell interference” and allows us to establish graph-theoretic necessary and sufficient conditions for $K$ DoF to be achievable in general topologies.

II. PROBLEM SETUP

We consider a general $K$-unicast memoryless network $N$, illustrated in Fig. 1. The network consists of a set of nodes $V$, out of which we have $K$ sources $S = \{s_1, ..., s_K\}$ and $K$ corresponding destinations $D = \{d_1, ..., d_K\}$. At each time $t = 1, 2, ...,$, each node $v \in V$ transmits a symbol (or signal) $X_v[t] \in \mathcal{X}_v$ and each node $v \in V$ receives a signal $Y_v[t] \in \mathcal{Y}_v$, for arbitrary alphabets $\mathcal{X}_v$ and $\mathcal{Y}_v$. In general, for variables $z_v$ indexed by $v \in V$, we will let $z_A = \{z_v : v \in A\}$, and for $m \geq 1$, $z_v^m = (z_v[1], ..., z_v[m])$. Then, $Y_v[t]$, the signals received at time $t$, are determined by a function $F$ as $Y_v[t] = F(X_v[t])$ if $N$ is a deterministic network or
by a conditional distribution \( p(y_v|x_v) \) if \( \mathcal{N} \) is a stochastic (memoryless) network. To simplify the exposition, we assume throughout that source nodes do not receive any signals (i.e., \( \mathcal{Y}_s = \emptyset \)) and destination nodes do not transmit any signal (i.e., \( \mathcal{X}_d = \emptyset \)).

**Definition 1.** A coding scheme \( C \) with block length \( n \in \mathbb{N} \) and rate tuple \( (R_1, \ldots, R_K) \in \mathbb{R}_+^K \) for a \( K \)-unicast network consists of:

1. An encoding function \( f_{s_i} : \{1, \ldots, 2^{nR_i}\} \to \mathcal{X}_{s_i}^n \) for each source \( s_i \), \( i = 1, \ldots, K \).
2. Relaying functions \( r_i^{(t)} : \mathcal{Y}_{v_{i-1}}^{t} \to \mathcal{X}_{v_i} \), for \( t = 1, \ldots, n \), for each node \( v \in \mathcal{V} \setminus (S \cup D) \).
3. A decoding function \( g_{d_i} : \mathcal{Y}_{d_i}^n \to \{1, \ldots, 2^{nR_i}\} \) for each destination \( d_i \), \( i = 1, \ldots, K \)

If the network imposes an average power constraint on the transmit signals, then the encoding and relaying functions above must additionally satisfy such a constraint.

**Definition 2.** The error probability of a coding scheme \( C \) (as defined in Definition 1), is given by

\[
P_{\text{error}}(C) = \Pr \left[ \bigcup_{i=1}^K \{ W_s_i \neq g_t(Y_{d_i}[1], \ldots, Y_{d_i}[n]) \} \right],
\]

where we assume that each \( W_s_i \) is chosen independently and uniformly at random from \( \{1, \ldots, 2^{nR_i}\} \), that source \( s_i \) transmits \( f_{s_i}(W_{s_i}) \) over the \( n \) time-steps, and node \( v \in \mathcal{V} \setminus (S \cup D) \) transmits \( r_i^{(t)}(\mathcal{Y}_{v_{i-1}}^t) \) at time \( t = 1, \ldots, n \), for \( i = 1, \ldots, K \).

**Definition 3.** A rate tuple \( (R_1, \ldots, R_K) \) is said to be achievable for a \( K \)-unicast network if, for any \( \epsilon > 0 \), there exists a coding scheme \( C_\epsilon \) with rate tuple \( (R_1, \ldots, R_K) \) and some block length \( n \), for which \( P_{\text{error}}(C_\epsilon) \leq \epsilon \).

**Definition 4.** The capacity region \( C \subseteq \mathbb{R}_+^K \) of a \( K \)-unicast network is the closure of the set of achievable rate tuples, and the sum capacity is defined as

\[
C_\Sigma = \max_{(R_1, \ldots, R_K) \in C} \sum_{i=1}^K R_i.
\]

In the case of networks with an average transmit power constraint \( P \), we write \( C(P) \) and \( C_\Sigma(P) \) for the capacity and sum capacity, and we can define the sum degrees of freedom as follows:

**Definition 5.** The sum degrees of freedom of a \( K \)-unicast network with transmit power constraint \( P \) are defined as

\[
D_\Sigma = \lim_{P \to \infty} \frac{C_\Sigma(P)}{\frac{1}{2} \log P}.
\]

![Fig. 1. A general \( K \)-unicast network \( \mathcal{N} \)](image)

### III. A Generalization of the Cut-Set Bound

For a \( K \)-unicast memoryless network, the classical cut-set bound states that, if \( (R_1, \ldots, R_K) \in C \), then there exists a distribution \( p(x_v) \) on the transmit signals of all nodes in \( \mathcal{V} \) (possibly with a power constraint in the case of AWGN networks) such that

\[
\sum_{i=1}^K R_i \leq \min_{S \subseteq \mathcal{V} \setminus D} \mathbb{I}(X_{\Omega}; Y_{1\Omega} | X_{\Omega'}).
\]

This outer bound is obtained by taking a coding scheme \( C_n \) out of a sequence that achieves a rate tuple \( (R_1, \ldots, R_K) \) on \( \mathcal{N} \) and showing that it induces a probability distribution \( p(x_v) \) on the transmit signals such that, for any cut \( \Omega \), the sum rate \( \sum_{i=1}^K R_i \) is upper-bounded by \( \mathbb{I}(X_{\Omega}; Y_{1\Omega} | X_{\Omega'}) + \) the Fano error term. We generalize this bound in the case of deterministic networks as follows:

**Theorem 1.** Consider a \( K \)-unicast deterministic network \( \mathcal{N} \) with node set \( \mathcal{V} \). If a rate tuple \( (R_1, \ldots, R_K) \) is achievable on \( \mathcal{N} \), then there exists a joint distribution \( p(x_v) \) on the transmit signals of the nodes in \( \mathcal{V} \), such that

\[
\sum_{i=1}^K R_i \leq \sum_{j=1}^\ell \mathbb{I}(X_{\Omega_1}; Y_{1\Omega_1} | X_{\Omega_{j-1}}, Y_{1\Omega_{j-1}}),
\]

for all choices of \( \ell \) node subsets \( \Omega_1, \ldots, \Omega_\ell \) such that \( \mathcal{V} = \Omega_0 \supseteq \Omega_1 \supseteq \Omega_2 \supseteq \ldots \supseteq \Omega_\ell \supseteq \Omega_{\ell+1} = \emptyset \), and \( d_i \in \Omega_j \Leftrightarrow s_i \in \Omega_{j+1} \) for \( j = 0, 1, \ldots, \ell \), \( i = 1, \ldots, K \) and any \( \ell \geq 1 \).

**Remark 1.** If each \( \mathcal{Y}_v \) is a discrete set, since the network is deterministic, the right-hand side of (2) reduces to \( \sum_{j=1}^\ell H(Y_{1\Omega_{j-1}} | X_{1\Omega_{j-1}}) \).

**Remark 2.** The cut-set bound in (1) corresponds to \( \ell = 1 \).

**Remark 3.** If the network imposes a power constraint on the transmit signals, Theorem 1 holds for a distribution \( p(x_v) \) whose covariance matrix satisfies such a constraint.

**Remark 4.** Both (1) and (2) can be used to bound the sum of a subset of the rates by treating the remaining sources and destinations as regular nodes.

**Remark 5.** In the case of wireline networks, the bound in Theorem 1 recovers and provides an alternative interpretation to the Generalized Network Sharing (GNS) bound [19, 22]. This is demonstrated in Section IV-D.

The intuition behind this bound comes from noticing that a coding scheme \( C \) designed for a network \( \mathcal{N} \) can also be applied on a concatenation of \( \ell \) copies of \( \mathcal{N}_c \) or \( \mathcal{N}_c^\ell \), illustrated in Fig. 2 for \( \ell = 2 \), obtained by identifying each destination of copies 1, 2, ..., \( \ell - 1 \) with the corresponding source on the next copy. More precisely, we have the following claim, whose proof, which is based on using coding scheme \( C \) on each copy of the network a repeated number of times, is presented in the appendix.
Claim 1. Let $C_N$ and $C_{N^e}$ be the capacity regions of a $K$-unicast memoryless network $N$ and of the concatenation of $\ell$ copies of $N$. Then $C_{N^e} \subseteq C_N$.

Because of Claim 1, we can apply the cut-set bound to $N^e$ in order to bound any sum rate achievable in $N$. Hence, if we let $V_1$ and $V_2$ be the set of nodes of the first and second copies of the network respectively and $\Omega = V_1 \cup V_2$, we obtain

$$R_{\Sigma} \leq \max_{p(x_{V_1 \cup V_2})} \min_{(\Omega_1, \Omega_2)} I(X_{\Omega_1}; X_{\Omega_2}; Y_{\Omega_1}^c; Y_{\Omega_2}^c | X_{\Omega_1}^c),$$

which is similar to applying the cut-set bound first to the pairs $\{(s_i, d_i) : i \in \mathcal{I}\}$ where $\mathcal{I} = \{i : u_i \in U \setminus \Omega_1\}$ and then to the pairs $\{(s_i, d_i) : i \notin \mathcal{I}\}$ (although not exactly the same).

In Theorem 1, we overcome this issue by, instead of taking cuts $\Omega_1 \subseteq \mathcal{V}_1$, ..., $\Omega_{\ell} \subseteq \mathcal{V}_\ell$ from concatenated copies of $N$, taking multiple cuts from $N$ itself; i.e., $\Omega_j \subseteq \mathcal{V}$, for $j = 1, \ldots, \ell$ (with the additional restriction that $\Omega_1 \supseteq \cdots \supseteq \Omega_{\ell}$). Thus, for deterministic networks, this can be thought of as restricting the maximization in (7) to be over distributions where $X_{V_1} = Y_{V_2}$ with probability 1. Intuitively, this choice makes the negative mutual information term in (7) as large as possible. The following example illustrates the gains of the bound in Theorem 1 over the traditional cut-set bound.

Example 1. Consider the binary Z-channel in Fig. 3(a). It is easy to see that $C^e_S = 1$, while the traditional cut-set bound only implies $C^e_S \leq 2$. Now consider concatenating two copies of this Z-channel and choosing $\Omega_1$ and $\Omega_2$ as shown in Fig. 3(b). By maximizing over all distributions $p(x_{V_1 \cup V_2})$, as in (6), we again obtain $C^e_S \leq 2$. However, if we take the corresponding choices of $\Omega_1$ and $\Omega_2$ in Theorem 1 (i.e., $\Omega_1 = \{s_1, s_2, d_2\}$, $\Omega_2 = \{s_2\}$ in the original network), we obtain

$$C^e_S \leq I(X_{s_1}; Y_{s_1}^c | X_{s_2}^c) + I(X_{s_2}; Y_{s_2}^c | X_{s_1}^c, Y_{s_1}),$$

which is not difficult to see that (5) is always maximized by product distributions $p(x_{V_1 \cup V_2}) p(x_{V_1 \cup V_2}) \ldots p(x_{V_1 \cup V_2})$. In the case $\ell = 2$, for example, (5) implies that

$$R_{\Sigma} \leq \max_{p(x_{V_1 \cup V_2})} \min_{(\Omega_1, \Omega_2) \subseteq K} \left[ I(X_{\Omega_1}; Y_{\Omega_1}^c | X_{\Omega_1}^c) + I(X_{\Omega_2}; Y_{\Omega_2}^c | X_{\Omega_2}^c) - I(Y_{\Omega_1}; Y_{\Omega_2}^c | X_{\Omega_1}^c) \right]$$

and

$$R_{\Sigma} \leq \max_{p(x_{V_1 \cup V_2})} \min_{(\Omega_1, \Omega_2) \subseteq K} \left[ I(X_{\Omega_1}; Y_{\Omega_1}^c | X_{\Omega_1}^c) + I(X_{\Omega_2}; Y_{\Omega_2}^c | X_{\Omega_2}^c) \right]$$

where the minimization is over subsets $\Omega_1, \ldots, \Omega_{\ell}$ such that $d_i \in \Omega_j \Leftrightarrow s_i \in \Omega_{j+1}$ for $j = 0, 1, \ldots, \ell$, $i = 1, \ldots, K$.

In order to obtain a bound on $C_{\Sigma}$ from (5), one would need to maximize the right-hand side over all joint distributions $p(x_{V_1 \cup \ldots \cup V_\ell})$. However, as we shall see next, this maximization will result in uninteresting bounds. First we notice that, due to the Markov Chain $Y_{\Omega_1}^c, \ldots, Y_{\Omega_{\ell-1}}^c \leftrightarrow X_{V_\ell} \leftrightarrow Y_{\Omega_{\ell-1}^c}$, each term in (5) becomes

$$I(X_{\Omega_1}; Y_{\Omega_1}^c | X_{\Omega_1}^c) = I(X_{\Omega_1}; Y_{\Omega_1}^c | Y_{\Omega_{\ell-1}}^c) - I(Y_{\Omega_1}; Y_{\Omega_{\ell-1}}^c | X_{\Omega_1}),$$

and it is not difficult to see that (5) is always maximized by product distributions $p(x_{V_1 \cup V_2}) p(x_{V_1 \cup V_2}) \ldots p(x_{V_1 \cup V_2})$. In the case $\ell = 2$, for example, (5) implies that

$$R_{\Sigma} \leq \max_{p(x_{V_1 \cup V_2})} \min_{(\Omega_1, \Omega_2) \subseteq K} \left[ I(X_{\Omega_1}; Y_{\Omega_1}^c | X_{\Omega_1}^c) + I(X_{\Omega_2}; Y_{\Omega_2}^c | X_{\Omega_2}^c) - I(Y_{\Omega_1}; Y_{\Omega_2}^c | X_{\Omega_1}) \right]$$

which is similar to applying the cut-set bound first to the pairs $\{(s_i, d_i) : i \in \mathcal{I}\}$ where $\mathcal{I} = \{i : u_i \notin U \setminus \Omega_1\}$ and then to the pairs $\{(s_i, d_i) : i \notin \mathcal{I}\}$ (although not exactly the same).
notion of concatenation and follows by manipulating mutual-information inequalities on the original network \( \mathcal{N} \).

Proof of Theorem 1: We first prove the case \( \ell = 2 \). We let \( \Omega_1, \Omega_2 \subset \mathcal{V} \) be such that \( \mathcal{S} \subseteq \Omega_1, \Omega_2 \subseteq \Omega_1 \setminus \mathcal{D} \) and \( d_i \in \Omega_1 \Leftrightarrow s_i \in \Omega_2 \) and we let \( \{ c_n \} \) be a sequence of coding schemes that achieves sum rate \( R_\Sigma \) on \( \mathcal{N} \). By applying coding scheme \( c_n \) of block length \( n \) on \( \mathcal{N} \), we obtain

\[
\begin{align*}
nR_\Sigma = H(W_S) &= I(W_S; Y^n_\Omega) + H(W_S | Y^n_\Omega) \\
&\leq (i) I(W_S; Y^n_\Omega) + n\epsilon_n \leq I(W_S; Y^n_\Omega^{t-1}) + n\epsilon_n \\
&= I(W_S; Y^n_\Omega | Y^n_\Omega^{t-1}) + n\epsilon_n \\
&= I(W_S; Y^n_\Omega^{t-1} | Y^n_\Omega^{t-1}, W_{S \setminus \Omega_2}, Y^n_{\Omega_2 \setminus \Omega_1}| Y^n_\Omega^{t-1}) + n\epsilon_n \\
&\quad + I(W_S; Y^n_{\Omega_2 \setminus \Omega_1} | Y^n_\Omega^{t-1}, W_{S \setminus \Omega_2}) + n\epsilon_n \tag{8}
\end{align*}
\]

where \( (i) \) follows from Fano’s inequality. By following the steps in the usual cut-set bound proof (see [18, Theorem 18.1]), for term \( I \) we have

\[
I(W_S; Y^n_\Omega^{t-1}) = \sum_{t=1}^{n} I(W_S; Y^n_\Omega^{t-1})
\]

and

\[
\sum_{t=1}^{n} I(W_S; Y^n_\Omega^{t-1}, X_{\Omega_1}[t])
\]

where \( \epsilon_n' \rightarrow 0 \) from Fano’s inequality, since \( s_i \in \mathcal{S} \setminus \Omega_2 \Leftrightarrow d_i \in \Omega_1 \cap \mathcal{D} \). Finally, for term \( III \), we obtain

\[
I(W_{S \setminus \Omega_2}, Y^n_{\Omega_2 \setminus \Omega_1}, Y^n_\Omega, W_{S \setminus \Omega_2}) \\
\leq I(W_{S \setminus \Omega_2}, Y^n_{\Omega_2 \setminus \Omega_1} | Y^n_\Omega, W_{S \setminus \Omega_2})
\]

\[
= \sum_{t=1}^{n} I(W_{S \setminus \Omega_2}; Y_{\Omega_2 \setminus \Omega_1}[t] | Y^n_\Omega^{t-1}, Y^n_\Omega^{t-1}, W_{S \setminus \Omega_2}, X_{\Omega_1}[t])
\]

\[
\leq \sum_{t=1}^{n} I(W_S, Y^n_\Omega^{t-1}, X_{\Omega_1}[t]; Y^n_{\Omega_2 \setminus \Omega_1}[t], Y^n_\Omega^{t-1}[t], X_{\Omega_1}[t])
\]

\[
= \sum_{t=1}^{n} I(X_{\Omega_1}[t]; Y^n_\Omega^{t-1}[t], X_{\Omega_1}[t])
\]

\[
+ I(W_S, Y^n_\Omega^{t-1}, Y^n_{\Omega_2 \setminus \Omega_1}[t] | Y^n_\Omega^{t-1}[t], X_{\Omega_1}[t], X_{\Omega_2}[t])
\]

\[
= \sum_{t=1}^{n} I(X_{\Omega_1}[t]; Y^n_\Omega^{t-1}[t], X_{\Omega_1}[t], X_{\Omega_2}[t]) \tag{10}
\]

where \( (i) \) follows because from \( Y_{\Omega_2}^{t-1} \) we can build \( X_{\Omega_2 \setminus \Omega_1}[t] \) and from \( W_{S \setminus \Omega_2} \) we can build \( X_{\Omega_2 \setminus \Omega_1}[t] \) and \( (ii) \) because \( Y^n_\Omega^{t-1}[t] \) is a function of \( X_{\Omega_1}[t] \). Therefore, \( (8) \) implies that

\[
R_\Sigma \leq \frac{1}{n} \sum_{t=1}^{n} [I(X_{\Omega_1}[t]; Y^n_\Omega^{t-1}[t], Y^n_\Omega^{t-1}[t], X_{\Omega_1}[t], X_{\Omega_2}[t]) + (\epsilon_n + \epsilon'_n)]
\]

Following [18], we let \( Q \) be a uniform r.v. on \( \{1, ..., n\} \) and we set \( \bar{X}_V = X_V | Q \) so that \( Q \leftrightarrow \bar{X}_V \leftrightarrow \hat{Y}_V \), and we obtain

\[
\begin{align*}
R_\Sigma \leq I(X_\Omega_1, Q; Y^n_\Omega | X^n_\Omega, Q) + \\
I(X_\Omega_2 | Q; Y^n_\Omega | X^n_\Omega, Q) + \epsilon_n + \epsilon'_n
\end{align*}
\]

\[
\leq I(X_\Omega_1, Q; \bar{X}_V | Q, \hat{Y}_V) + I(X_\Omega_2 | Q; \bar{X}_V | Q, \hat{Y}_V) + \epsilon_n + \epsilon'_n
\]

\[
\leq I(X_\Omega_1, \hat{Y}_V | \bar{X}_V) + I(X_\Omega_2, \bar{X}_V | \hat{Y}_V) + I(X_\Omega_1, \hat{Y}_V) + \epsilon_n + \epsilon'_n
\]

where we let \( \epsilon''_n = \epsilon_n + \epsilon'_n \), and \( \epsilon''_n \to 0 \) as \( n \to \infty \). This concludes the proof in the case \( \ell = 2 \).

Now consider the case \( \ell = 3 \). Similar to the expression obtained in \( (8) \), this time we upper bound the sum rate as

\[
\begin{align*}
nR_\Sigma \leq I(W_S; Y^n_\Omega) + n\epsilon_n &\leq I(W_S; Y^n_\Omega^{t-1}) + n\epsilon_n \\
&= I(W_S; Y^n_\Omega^{t-1}) + I(W_S; Y^n_\Omega^{t-1} | Y^n_{\Omega_2 \setminus \Omega_1}, Y^n_{\Omega_1}) + n\epsilon_n \\
&\quad + I(W_S; Y^n_{\Omega_2 \setminus \Omega_1}, Y^n_{\Omega_1}, W_{S \setminus \Omega_2}) + n\epsilon_n \tag{11}
\end{align*}
\]

Term (I) can be bounded as in \( (9) \) and term (II) can be bounded with a Fano error term as we did for term (II) in \( (8) \). Term (III) can be rewritten as

\[
I(W_{S \setminus \Omega_1}; Y^n_{\Omega_2 \setminus \Omega_1} | Y^n_{\Omega_1}, W_{S \setminus \Omega_2})
\]

\[
= I(W_{S \setminus \Omega_1}; Y^n_{\Omega_2 \setminus \Omega_1} | Y^n_{\Omega_1}, W_{S \setminus \Omega_2})
\]

\[
= I(W_{S \setminus \Omega_1}; Y^n_{\Omega_2 \setminus \Omega_1} | Y^n_{\Omega_1}, W_{S \setminus \Omega_2})
\]

Term (IV) is the same as term (III) in \( (8) \) and can be upper-bounded as in \( (10) \). Term (V) is further broken down as

\[
I(W_{S \setminus \Omega_2}; Y^n_{\Omega_2 \setminus \Omega_1} | Y^n_{\Omega_1}, W_{S \setminus \Omega_2})
\]

\[
= I(W_{S \setminus \Omega_2}; Y^n_{\Omega_2 \setminus \Omega_1} | Y^n_{\Omega_1}, W_{S \setminus \Omega_2})
\]

As in the case of term (II), we can upper-bound term (VI) by \( H(W_{S \setminus \Omega_1}; Y^n_{\Omega_2}) \leq n\epsilon''_n \), where \( \epsilon''_n \to 0 \) from Fano’s inequality, since \( s_i \in \mathcal{S} \setminus \Omega_3 \Leftrightarrow d_i \in \Omega_2 \cap \mathcal{D} \). Finally, we notice that term
(VII) is exactly like term (IV) after increasing all indices by one, and can again be upper-bound as in (10). By combining all these facts, from (11), the sum-rate is upper-bounded as

$$R_S \leq \frac{1}{n} \sum_{t=1}^{n} [I(X_{\Omega t} \mid t; Y_{\Omega t} \mid t) + I(X_{\Omega t} \mid t; Y_{\Omega t} \mid t, X_{\Omega t} \mid t)] + \epsilon_n.$$ 

Using the same time-sharing variable $Q$ as for the case $\ell = 2$, we conclude the proof for $\ell = 3$. It is straightforward to see that similar steps can be performed for any $\ell \geq 1$.

While in the wireline case, the bound in Theorem 1 recovers the GNS bound, its most interesting applications are in wireless settings. In the next section, we first consider several applications of the bound for wireless deterministic network models. We then show how, in the wireline case, the bound reduces to the GNS bound but, under certain restrictions on the allowed coding schemes (such as linear operations), it can be used to obtain tighter bounds.

IV. APPLICATIONS OF THE BOUND

We will first consider finite-field deterministic networks and obtain a general outer-bound expression for the sum rate. In the case of binary $K \times K \times K$ networks, this bound provides necessary and sufficient conditions for sum rate $K$ to be achievable. We then shift our focus to two-hop AWGN networks. Even though our outer bound only applies to deterministic networks, we will make use of a result from [1] that relates $K \times K \times K$ AWGN networks with a deterministic counterpart to obtain a bound for the DoF of $K \times K \times K$ networks with arbitrary connectivity. This bound, combined with a variation of the coding scheme introduced in [17] is then used to establish necessary and sufficient conditions for $K$ DoF to be achievable on a $K \times K \times K$ AWGN network and to establish the DoF of the case of “adjacent-cell interference”.

A. Linear Finite-Field Networks

A $K$-unicast linear finite-field network $N$ is described by a directed graph $G = (V, E)$, where $V$ is the node set and $E$ is the edge set. If the network is layered, the node set $V$ can be partitioned into $r$ subsets $V_1, V_2, ..., V_r$ (the layers) in such a way that $E \subseteq \bigcup_{j=1}^{r} V_j \times V_{j+1}$, and $V_1 = S = \{s_1, ..., s_K\}$, $V_r = D = \{d_1, ..., d_K\}$. To each edge $(u, w) \in E$ we associate a nonzero channel gain $G(u, w)$ from a given finite field $F$. For two sets of nodes $U \subseteq V_j$ and $W \subseteq V_{j+1}$, we let $F(U, W)$ be the $|W| \times |U|$ transfer matrix from $U$ to $W$. The received signals at layer $V_{j+1}$ are given by $Y_{V_j \mid t} = F(V_j, V_{j+1})X_{V_j \mid t}$ for $t = 1, ..., n$. For conciseness, we let $\text{rank}(U; W) = \text{rank}(F(U, W))$, and for $\Omega \subseteq V$, we let $\Omega_j = \Omega \cap V_j$. We also let $C_S = C_S / \log |F|$ be the normalized sum capacity. We have the following corollary of Theorem 1.

**Corollary 1.** For a layered $K$-unicast linear finite-field network $N$ as described above, if $R_S \leq C_S$, we must have

$$R_S \leq \sum_{j=1}^{r-1} \left[ \text{rank}(\Omega[j]; \Omega[j+1]) + \text{rank}(\Theta[j]; \Theta[j+1]) \right] - \text{rank}(\Theta[j]; \Omega[j+1])$$

(12)

for any node subsets $\Omega$ and $\Theta$ such that $\Theta \subseteq \Omega \setminus D$, $S \subseteq \Omega$ and $d_i \in \Omega \iff s_i \in \Theta$.

Proof: We apply Theorem 1 with $\Omega_1 = \Omega$ and $\Omega_2 = \Theta$. For the first term in the sum in (2), we have

$$H(Y_{\Omega} \mid X_{\Omega}) \leq \sum_{j=1}^{r-1} \text{rank}(\Omega[j]; \Omega[j+1]) \cdot \log |F|,$$

and for the second term we have

$$H(Y_{\Theta} \mid X_{\Theta}, Y_{\Omega}) \leq \sum_{j=1}^{r-1} H(F(\Theta[j]; \Theta[j+1])X_{\Theta[j]} \mid F(\Theta[j]; \Omega[j+1])X_{\Theta[j]})$$

for any node subsets $\Omega$ and $\Theta$ such that $\Theta \subseteq \Omega \setminus D$, $S \subseteq \Omega$ and $d_i \in \Omega \iff s_i \in \Theta$.

We point out that it is straightforward to generalize Corollary 1 to the wireless deterministic network model from [4] or to general finite-field networks with MIMO nodes.

We now shift our focus to $K \times K \times K$ networks, i.e., when $r = 3$ and $V_2 = \{u_1, ..., u_K\} \equiv \mathcal{U}$. This network was recently studied in the AWGN case in [17], where $K$ DoF were shown to be achievable. This result suggested that significant gains can be obtained from two-hop interference management, raising interest in the study of different two-hop network models. The following result provides necessary conditions for sum rate $K$ to be achieved in the finite-field case.

**Corollary 2.** For a $K \times K \times K$ finite-field network, if $C_S = K$, then $F(\mathcal{U}, \mathcal{D})$ and $F(\mathcal{S}, \mathcal{U})$ must be invertible and

(i) $F(s_i, u_j) = 0$ if and only if $\text{det} F(\mathcal{U} \setminus \{u_j\}, \mathcal{D} \setminus \{d_i\}) = 0$, for any $i, j$

(ii) $F(u_j, d_i) = 0$ if and only if $\text{det} F(\mathcal{S} \setminus \{s_i\}, \mathcal{U} \setminus \{u_j\}) = 0$, for any $i, j$.

Otherwise, $C_S \leq K - 1$.

Proof: Clearly, if $F(\mathcal{U}, \mathcal{D})$ or $F(\mathcal{S}, \mathcal{U})$ are not invertible, $C_S \leq K - 1$. We consider applying Corollary 1 with four different choices of $\Omega$ and $\Theta$. For $\Omega = \mathcal{S} \cup \mathcal{U} \setminus \{u_j\}$ and $\Theta = \{s_i\} \cup (\mathcal{U} \setminus \{u_j\})$, if $C_S = K$, we obtain

$$K = C_S \leq \text{rank}(\mathcal{S} \setminus \emptyset) + \text{rank}(\{s_i\} \setminus \{u_j\}) - \text{rank}(\{s_i\} \setminus \emptyset)$$

$$+ \text{rank}(\mathcal{U} \setminus \{d_i\}) + \text{rank}(\mathcal{U} \setminus \{u_j\}; \mathcal{D})$$
is the received signal at node $v$ is a transmit power constraint

$$D \leq 2(1 - K) + \text{rank} \left( \left\{ s_i; \right\} \cup \left\{ u_j \right\} \right) - \text{rank} \left( \left\{ s_i \right\} \cup \left\{ u_j \right\} \right) \leq K - 2. \quad (13)$$

which implies

$$\text{rank} \left( \left\{ u_j \right\} \cup \left\{ d_i \right\} \right) - \text{rank} \left( \left\{ s_i \right\} \cup \left\{ u_j \right\} \right) \leq K - 2. \quad (14)$$

Combining (13) and (14), we conclude that (14) holds with equality. Since $F(\mathcal{U}, \mathcal{D})$ is invertible, by Lemma 5, $\text{rank} \left( \left\{ u_j \right\} \cup \left\{ d_i \right\} \right) = K - 2$ if $\det F(\mathcal{U}, \mathcal{D}) = 0$ and $\text{rank} \left( \left\{ u_j \right\} \cup \left\{ d_i \right\} \right) = K - 1$ otherwise, implying (i). Similarly, (15), (16) and the fact that $F(S, U)$ is invertible imply (ii).

In the case $F = GF(2)$, the conditions in Corollary 2 are in fact sufficient, and they imply the following:

**Corollary 3.** For a $K \times K \times K$ finite-field network with $F = GF(2)$, $C_S = K$ if and only if $F(\mathcal{U}, \mathcal{D})F(S, U) = I$.

**Proof:** Clearly, if $C_S = K$, $F(S, U)$ must be invertible. When $F = GF(2)$, condition (ii) in Corollary 2 is equivalent to $\det F(S \setminus \left\{ s_i \right\}, U \setminus \left\{ u_j \right\}) = F(u_j, d_i)$. By definition, the $(i, j)$th entry of $F(S, U)^{-1}$ divided by $\det F(S, U)$ is invertible, i.e.,

$$\left[ F(S, U)^{-1} \right]_{i,j} = \frac{\det F(S \setminus \left\{ s_i \right\}, U \setminus \left\{ u_j \right\})}{\det F(S, U)} = F(u_j, d_i) = \left[ F(\mathcal{U}, \mathcal{D}) \right]_{i,j},$$

and we conclude that $F(\mathcal{U}, \mathcal{D})F(S, U) = I$. Obviously, in this case, sum rate $K$ can be achieved by having each relay forward its received signal.

**B. Two-hop AWGN Networks**

In this section we focus on $K \times K \times K$ wireless networks under an AWGN channel model. We follow the setup in Section IV-A, except that $F = \mathbb{R}$,

$$Y_v[t] = \sum_{u \in \mathcal{V}} F(u, v)X_u[t] + Z_v[t] \quad (17)$$

is the received signal at node $v \in \mathcal{V} \setminus \mathcal{S}$ at time $t$, where $Z_v[t]$ is the usual additive white Gaussian noise process, and there is a transmit power constraint $E[X_v^2] \leq P$ for $v \in \mathcal{V} \setminus \mathcal{D}$. We will also consider the truncated deterministic channel model [4], where we still have a power constraint on $X_v$, but

$$Y_v[t] = \sum_{u \in \mathcal{V}} F(u, v)X_u[t], \quad (18)$$

is the received signal. Based on the characterization of the Gaussian noise as the worst-case additive noise for wireless networks in [23], the following result was established in [1], relating the sum DoF, $D_{\Sigma}$, under these two models:

**Lemma 1 ([1, Corollary 2]).** If $F(\mathcal{U}, \mathcal{D})$ and $F(S, U)$ are invertible, the sum DoF of the $K \times K \times K$ wireless network under the AWGN channel model and under the truncated channel model satisfy $D_{\Sigma, \text{AWGN}} \leq D_{\Sigma, \text{Truncated}}$.

Because of Lemma 1, any upper bound for the sum DoF of a $K \times K \times K$ network (with invertible transfer matrices) under the truncated model is also a bound for the sum DoF of the corresponding AWGN network. Since the $K \times K \times K$ network under the truncated channel model is a deterministic network, we can use Theorem 1 to upper-bound $C_S$ and also $D_{\Sigma}$. Moreover, as implied by [4, Lemma 7.2], the DoF of a MIMO channel under the truncated deterministic model are given by the rank of the channel matrix. We obtain a version of Corollary 1 for truncated deterministic networks:

**Corollary 1'.** For a layered $K$-unicast truncated deterministic network $\mathcal{N}$, we must have

$$D_{\Sigma} \leq \sum_{j=1}^{r-1} \text{rank} \left( \Omega[j]; \Theta^c[j + 1] \right) + \text{rank} \left( \Theta[j]; \Theta'^c[j + 1] \right)$$

for any node subsets $\Omega$ and $\Theta$ such that $\Theta \subset \Omega \setminus \mathcal{S}$, $\mathcal{S} \subset \Omega$ and $d_i \in \Omega \Leftrightarrow s_i \in \Theta$.

**Proof:** This result follows using the same steps as in the proof of Corollary 1, except that, instead of Lemma 3, we use Lemma 4, which is based on [4, Lemma 7.2].

Since Corollary 2 follows directly from Corollary 1, we can also replace $C_S$ with $D_{\Sigma}$ in Corollary 2 and obtain necessary conditions for $K$ DoF to be achievable in a truncated deterministic $K \times K \times K$ network. By Lemma 1, these conditions are also necessary in the case of AWGN networks, and interestingly, they turn out to also be sufficient. We will say that two node sets $A, B \subset \mathcal{V}$ are matched if there is a perfect matching between $A$ and $B$ in $E$. Then we have:

**Theorem 2.** For a $K \times K \times K$ AWGN network, if $F(\mathcal{U}, \mathcal{D})$ and $F(S, U)$ are invertible and

(i) $(s_i, u_j) \in E \iff \mathcal{U} \setminus \left\{ u_j \right\} \setminus \left\{ d_i \right\}$ are matched,

(ii) $(u_j, d_i) \in E \iff S \setminus \left\{ s_i \right\} \setminus \left\{ u_j \right\}$ are matched for any $i, j$, then, for almost all values of channel gains (of existing edges), $D_S = K$. Otherwise, $D_S \leq K - 1$ for almost all values of channel gains.

The necessary part follows by the previous discussion and by noticing that, for almost all choices of channel gains, (i) and (ii) are equivalent to (i) and (ii) in Corollary 2. In order to prove the achievability part, we first need the following definition and lemma.

**Definition 6.** A $K \times K \times K$ network with edge set $E$ is diagonalizable if, for almost all assignments of real-valued channel gains to edges in $E$,

- $F(S, U)^{-1}$ and $F(\mathcal{U}, \mathcal{D})$ have zeros at the same entries,
- $F(\mathcal{U}, \mathcal{D})^{-1}$ and $F(S, U)$ have zeros at the same entries.

Whereas the Aligned Network Diagonalization (AND) scheme was introduced in [17] for the case of $K \times K \times K$.
networks with fully connected hops, it can be extended to the class of diagonalizable networks. This implies the following lemma, which we prove in the appendix.

**Lemma 2.** If a $K \times K \times K$ AWGN network is diagonalizable, then for almost all values of the channel gains, $D_2 = K$.

This lemma allows us to complete the proof of Theorem 2.

**Proof of Achievability of Theorem 2:** The $(i,j)$th entry of $F(S, U)^{-1}$ can be written as

$$[F(S, U)^{-1}]_{i,j} = \frac{\det(S \setminus \{s_i\} \cup U \setminus \{u_j\})}{\det F(S, U)}.$$

Therefore, $[F(S, U)^{-1}]_{i,j}$ is nonzero if and only if $\det(S \setminus \{s_i\} \cup U \setminus \{u_j\})$ is nonzero. The latter occurs for almost all values of channel gains if and only if $S \setminus \{s_i\}$ and $U \setminus \{u_j\}$ are matched, which by (ii) occurs if and only if $F(u_j, d_i) = [F(U, D)]_{i,j} \neq 0$. Analogously we conclude that, for almost all values of channel gains, $[F(U, D)^{-1}]_{i,j}$ is nonzero if and only if $[F(S, U)]_{i,j}$ is nonzero. Thus if a $K \times K \times K$ AWGN network satisfies the conditions in Theorem 2, it is diagonalizable and by Lemma 2, $K$ DoF are achievable for almost all values of channel gains.

**C. Two-Hop Networks with Adjacent-Cell Interference**

The bound from Corollary 1, when applied to the DoF of $K \times K \times K$ AWGN networks, is also tight for the case of "adjacent-cell interference". As illustrated in Fig. 4, for this class of networks, $E = \{(s_i, u_j) : |i - j| \leq 1\} \cup \{(u_i, d_j) : |i - j| \leq 1\}$. This configuration is motivated in the literature as the result of two-hop communication within each cell, when interference only occurs between adjacent cells [24].

**Theorem 3.** The AWGN $K \times K \times K$ adjacent-cell interference network has $\left\lceil \frac{2K^2}{3} \right\rceil$ DoF for almost all values of channel gains.

**Proof:** For the achievability, we consider several $2 \times 2 \times 2$ subnetworks formed by $\{s_i, s_{i+1}, u_i, u_{i+1}, d_i, d_{i+1}\}$ for $i = 1, 4, 7, \ldots$. In each one, we can use [13] to achieve 2 DoF, leaving the remaining nodes as "buffers" to prevent any interference between different $2 \times 2 \times 2$ channels. If $K = 1 + 3m$ for some $m \in \mathbb{N}$, we utilize $\{s_K, u_K, d_K\}$ as a linear network where 1 DoF can be achieved. It is not difficult to see that this scheme achieves $\left\lceil \frac{2K^2}{3} \right\rceil$ DoF.

For the converse, we use the bound from Corollary 1, with $\Omega = S \cup U \cup d_B$ and $\Theta = s_B \cup u_A$, where $A = \{(1, 2) \cup \{5, 6, 7, 8\} \cup \{11, 12, 13, 14\} \cup \ldots\} \cap K$, $B = \{1\} \cup \{6, 7\} \cup \{12, 13\} \cup \ldots\} \cap K$ and $K = \{1, \ldots, K\}$. First we notice that, since no index in $B$ is adjacent to an index in $A^c$, we have rank $(s_B; u_A) = 0$. Moreover, we have

$$\text{rank}(u; d) \leq \text{rank}(u; d) = \text{rank}(u; d) \leq \text{rank}(u; d) \leq A + B^c.$$
Finally, since the sets $\Omega_1^f$, $\Omega_2^f \cap \Omega_1$, $\ldots$, $\Omega_\ell^f \cap \Omega_{\ell-1}$, are pairwise disjoint, Theorem 1 implies that

$$\sum_{i=1}^K R_i \leq \sum_{j=1}^{\ell} \sum_{(u,v) \in \mathcal{M}} H(X_{u,v} : (u,v) \in \mathcal{M} \cap \delta(\Omega_j, \Omega_{j+1} \cap \Omega_{j-1}))$$

$$\leq |\mathcal{M}| \log |\mathcal{E}|.$$  

It is easy to check that this bound is equivalent to the GNS bound as stated in [25]. Moreover, the conditions in Corollary 4 provide a new interpretation to the bound, illustrated in Fig. 5.

![Fig. 5. Illustration of the GNS bound for a 3-unicast network $N$. By removing edges $e_1$, $e_2$, and $e_3$ (dashed) from all three copies of $N$, we disconnect all sources and destinations. The nodes that can be reached from the sources after removing $e_1$, $e_2$, and $e_3$ (in blue) form $\Omega_1$, $\Omega_2$, and $\Omega_3$.](image)

### E. Bounds for Linear Network Coding

Since the bound in Theorem 1 holds for general deterministic networks, if one restricts the kinds of relaying operations that can be used (say, to linear), these operations can be absorbed into the network. In this section, we illustrate one such example, where Theorem 1 can be used to obtain a bound that is tighter than the GNS bound. Consider the wireline network in Fig. 6, first introduced in [19]. With the purpose of finding an upper bound on $2R_1 + R_2$, we consider applying the concept of network concatenation but this time in a different fashion. We will concatenate the network in Fig. 6 sideways, as shown in Fig. 7. It is not difficult to see that if $(R_1, R_2)$ is achievable in the network in Fig. 6, then we can achieve rate $(R_1, R_2, R_1)$ in this new network. Moreover, the fact that Theorem 1 can be applied to general deterministic networks allows us to consider a mixed network model where the nodes in the junction must “broadcast” the same signal into both copies of the network. Moreover, we can remove the dashed edges, since $d_2$ should be able to decode its message just using the signals from the first copy of the network. Now applying Theorem 1 with $\Omega_1$, $\Omega_2$, and $\Omega_3$ as shown in Fig. 7, we have

$$2R_1 + R_2 \leq 2 + [2 + H(Y_u | X_v, Y_u', X_u')] + 0.$$  

Finally we notice that, if we restrict ourselves to linear network coding, we can absorb the operation performed at $u$ into the network, and have $Y_u$ be the result of this operation. In this case, since $X_{w,u} = X_{w,u'}$, we will have $H(Y_u | X_v, Y_u', X_u') = 0$, which implies $2R_1 + R_2 \leq 4$. By noticing that $R_2 \leq 1$, this implies $R_1 + R_2 \leq 2.5$, which is achievable by linear network coding, as shown in [19].

### APPENDIX

**Claim 1.** Let $C_N$ and $C_{N^\ell}$ be the capacity regions of a $K$-unicast memoryless network $N$ and of the concatenation of $\ell$ copies of $N$. Then $C_N \subseteq C_{N^\ell}$.

**Proof:** We prove the case $\ell = 2$. The general case follows similarly. We show that if $(R_1, \ldots, R_K)$ is achievable in $N$, then $(R_1(1 - \delta), \ldots, R_K(1 - \delta))$ is achievable in $N^2$ for any $\delta > 0$. Consider a coding scheme $C_n$ for $N$ with rate tuple $(R_1, \ldots, R_K)$ and error probability $P_{\text{error}}(C_n) = \epsilon_n$. For an arbitrary $\delta > 0$, we construct a new coding scheme with rate tuple $(R_1(1 - \delta), \ldots, R_K(1 - \delta))$ and block length $nL$ for the concatenated network $N^2$, where we let $L = \lceil \epsilon_n^{-1/2} \rceil$, as follows. Each source $s_i$ will view its message $W_i \in \{1, \ldots, 2^{nL(R_i(1 - \delta))}\}$ as $W_i^{(1, \ldots, R_i(L(1 - \delta))}$ in $\{1, \ldots, 2^{nR_i}\}$. In the $j$th block of length $n$, the sources and relays in the first copy of $N$ behave as if they were simply using coding scheme $C_n$ with messages $W_1^{(j)}, \ldots, W_K^{(j)}$, and the nodes in $U = \{u_1, \ldots, u_K\}$ behave as destinations, outputting $W_1^{(j)}, \ldots, W_K^{(j)}$ at the end of the block. In the $(j + 1)$th block, the nodes in $U$ operate as sources for the second copy of $N$, re-encoding the decoded messages from the previous block $W_1^{(j)}, \ldots, W_K^{(j)}$, and all the remaining nodes in the second copy of $N$ simply operate according to coding scheme $C_n$. Provided that $\epsilon_n$ is small enough, $L^{-1} < \delta$, and at the end of the $[L(1 - \delta) + 1]$th block, each destination $d_i$ obtains an estimate for all $L(1 - \delta)$ messages from $s_i$. By the union bound, the error probability of this code over $N^2$ is at most $2L(1 - \delta)\epsilon_n \leq 2\epsilon_n^{-1/2}$, which tends to zero as $\epsilon_n \to 0$.  

**Lemma 3.** If $x$ is a $d$-dimension random vector with entries in a finite field $\mathbb{F}$, then

$$H(Ax | Bx) \leq \left( \text{rank} \begin{bmatrix} A \\ B \end{bmatrix} - \text{rank} B \right) \log |\mathbb{F}|.$$  

![Fig. 7. Cut choices to obtain a bound on $2R_1 + R_2$.](image)
Proof: Let $B'$ be a $(\text{rank } B) \times d$ matrix made up of rank $B$ linearly independent rows of $B$. Clearly, $H(Bx) = H(B'x)$. Let $A'$ be a matrix obtained by removing rows of $A$ until rank $[A']$ is full rank. We then have

$$H(Ax|Bx) \leq H(Ax|B'x) = H(Ax, B'x) - H(B'x)$$

Similarly, we have

$$H(Ax|Bx) \leq H(A) - H(B|x)$$

Thus,

$$H(Ax|Bx) \leq H(A) - H(B|x)$$

Moreover, we have that

$$\text{rank } [A] - \text{rank } B = \text{rank } [A'] - \text{rank } B' = \text{rank } A'$$

concluding the proof.

Lemma 4. For a vector $y$, let $[y]$ be obtained by applying the floor function to each component of $y$. If $x$ is a d-dimension zero-mean continuous random vector with $E[x^2] \leq P$, then

$$H([Ax] | [Bx]) \leq \left(\text{rank } [A] - \text{rank } B\right) \frac{1}{\log 2} \log P + c,$$

where $c = o(\log P)$.

Proof: Following the proof of Lemma 3, we let $B'$ be a $(\text{rank } B) \times d$ matrix made up of rank $B$ linearly independent rows of $B$ and $A'$ be a matrix obtained by removing rows of $A$ until rank $[A']$ is full rank. Furthermore, we let $\tilde{A}$ be the matrix containing the $t$ rows removed from $A$ to obtain $A'$. Notice that there exists a matrix $M$ such that $\tilde{A} = M [A']$.

We then have

$$H([Ax] | [Bx]) \leq H([Ax] | [B'x])$$

Theorem 5. Let $A$ be an invertible matrix. If $A'$ is an $(n-1) \times (n-1)$ submatrix obtained by removing the $i$th row and $j$th column of $A$ for some $i$ and $j$, then rank $A' \geq n - 2$.

Proof: Let $A'$ be an $n \times n$ matrix made up of rank $B$ linearly independent rows of $B$ and $A'$ be a matrix obtained by removing rows of $A$ until rank $[A']$ is full rank. Furthermore, we let $\tilde{A}$ be the matrix containing the $t$ rows removed from $A$ to obtain $A'$. Notice that there exists a matrix $M$ such that $\tilde{A} = M [A']$.

We then have

$$H([Ax] | [Bx]) \leq H([Ax] | [B'x])$$

Theorem 6. If a $K \times K \times K$ AWGN network is diagonalizable, then for almost all values of the channel gains, $D_{\text{diag}} = K$.

Proof: The achievable scheme used to achieve $K$ sum degrees of freedom is nearly identical to the Aligned Network Diagonalization scheme from [17] in the case of constant channel gains. We will point out the main differences and refer the reader to [17] for the technical details.

Each source $s_i$ starts by breaking its message $W_{s_i}$ into $L$ submessages. Each of the submessages will be encoded in a separate data stream, using a single codebook with codewords of length $n$ and only integer symbols. Now, let $E_1$ and $E_2$ be the edges from the first and second hops respectively. Then we define $\Delta_N = \{0, \ldots, N - 1\}^{\frac{|E_1|}{2}}$ and

$$T_{\tilde{m}} = \prod_{(s_i, u_j) \in E_1} F(s_i, u_j)^{m(s_i, u_j)},$$

for some $\tilde{m} = (m(e) : e \in E_1) \in \mathbb{N}^{\frac{|E_1|}{2}}$, and the set of transmit directions for the first hop will be given by

$$T_N = \{T_{\tilde{m}} : \tilde{m} \in \Delta_N\}.$$
for some arbitrary $N$. Notice that the number of transmit directions (which is also the number of data streams) is $L = |T_N| = \Delta_N = N|\mathcal{E}|$. We will let $c_i, m_i[1], c_i, m_i[2], \ldots, c_i, m_i[n]$ be the $n$ symbols of the codeword associated to the submessage to be sent by source $s_i$ over the transmit direction indexed by $m_i$. At time $t \in \{1, \ldots, n\}$, source $s_i$ will thus transmit

$$X_{s_i}[t] = \gamma \sum_{m \in \Delta_N} T_{m} c_i, m_i[t]$$

where $\gamma$ is chosen to satisfy the power constraint.

The received signal at relay $u_j$ can be written as

$$Y_{u_j}[t] = \gamma \sum_{m \in \Delta_N} T_{m} \left( \sum_{i=1}^{K} F_{s_i, u_j} c_i, m_i[t] \right) + Z_{u_j}[t]$$

$$= \gamma \sum_{m \in \Delta_N} T_{m} q_{i, m_i}[t] + Z_{u_j}[t], \quad (23)$$

where $q_{i, m_i}[t] = \sum_{m=1}^{K} c_i, m_i[t]$ and we define $m_{ij}(s_k, u_j) = m(s_k, u_j)$ if $(s_k, u_j) \neq (s_i, u_j)$, $m_{ij}(s_i, u_j) = m(s_i, u_j) - 1$ and $c_i, m_i[t] = 0$ if any component of $m$ is $-1$ or $N$. As explained in [17], for almost all values of the channel gains, relay $u_j$ can decode each integer $q_{i, m_i}$ with high probability. These integers will be re-encoded by $u_j$ using new transmit directions. To describe the new set of transmit directions, we first define

$$B(S, U) = \left[ \begin{array}{ccc} B(s_1, u_1) & \ldots & B(s_K, u_1) \\ \vdots & \ddots & \vdots \\ B(s_1, u_K) & \ldots & B(s_K, u_K) \end{array} \right] = F(U, D)^{-1}. \quad (24)$$

Since we are considering a diagonalizable $K \times K \times K$ network according to Definition 6, for almost all values of the channel gains, $B(s_i, u_j) \neq 0$ if and only if $(s_i, u_j) \in \mathcal{E}_1$. Thus, we may let

$$\tilde{T}_{m} = \prod_{(s_i, u_j) \in \mathcal{E}_1} B(s_i, u_j) m(s_i, u_j), \quad (25)$$

and, similar to (22), we can define the set of transmit directions for the relays to be

$$\tilde{T}_{N+1} = \left\{ \tilde{T}_{m} : m \in \Delta_{N+1} \right\}. \quad (26)$$

Relay $u_j$ will re-encode the $q_j, m_i$ by essentially replacing each received direction $T_{m}$ in (23) with the direction $\tilde{T}_{m}$. We highlight that this is only possible under the assumption of a diagonalizable $K \times K \times K$ network. The transmit signal of relay $u_j$ at time $t + 1$ will be given by

$$X_{u_j}[t + 1] = \gamma' \sum_{m \in \Delta_{N+1}} \tilde{T}_{m} q_{j, m_i}[t]$$

$$= \gamma' \sum_{m \in \Delta_N} \tilde{T}_{m} \left( \sum_{i=1}^{K} B(s_i, u_j) c_i, m_i[t] \right) \quad (27)$$

where $\gamma'$ is chosen so that the output power constraint is satisfied.

In order to compute the received signals at the destinations, we first notice that, from (26), the vector of the $K$ relay transmit signals at time $t + 1$ can be written as

$$\gamma' \sum_{m \in \Delta_N} \tilde{T}_{m} \left[ \begin{array}{c} B(s_1, u_1) \\ \vdots \\ B(s_1, u_K) \end{array} \right] \left[ \begin{array}{c} c_{1, m_i[t]} \\ \vdots \\ c_{K, m_i[t]} \end{array} \right] \quad (28)$$

Thus, the received signal at destination $d_j$ at time $t + 1$ is simply given by

$$Y_{d_j}[t + 1] = \gamma' \sum_{m \in \Delta_N} \tilde{T}_{m} c_{j, m_i[t]} + Z_{d_j}[t + 1], \quad (29)$$

and we see that all the interference has been cancelled, and destination $d_j$ receives only the data streams originated at source $s_j$. Following the arguments in [17], it can be shown that such a scheme can indeed achieve $K$ DoF.
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