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Abstract—Energy consumption is one of the most important parameters for evaluation of a scheme proposed for wireless sensor networks (WSNs) because of their resource constraint nature. Comprehensive comparative analysis of proposed reputation-based trust management schemes of WSNs from this perspective is currently not available in the literature. In this paper, we have presented a theoretical and simulation-based energy consumption analysis and evaluation of three state-of-the-art reputation-based trust management schemes of WSNs. Results show that the GTMS scheme consumes less energy as compared with the RFSN and PLUS schemes.
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I. INTRODUCTION

Trust in general is the level of confidence in a person or a thing. More precisely trust can be defined as: “the quantified belief by a trustor with respect to the competence, honesty, security and dependability of a trustee within a specified context” [1]. Reputation is a notion sometimes confused with trust; it is defined as “the global perception about the entity’s behavior norms based on the trust that other entities hold in the entity” [2]. Reputation-based trust management schemes are used in various diverse domains, such as, e-commerce systems [3], ad-hoc networks [4]–[6], and peer-to-peer networks [7]–[9]. In this paper, we will discuss them from the perspective of wireless sensor networks (WSNs).

Reputation-based trust management schemes are useful in many application scenarios [10]. For example, they provide aid to the routing protocols for making reliable routing decisions [11], such as, next hop should not be malicious or faulty one. Also, these schemes provide assurance during various security enforcement phases (authentication, key management etc.) that all communicating nodes are trusted. Additionally, these schemes are helpful in providing corresponding access control based on judging the quality of sensor nodes and their services [12].

Wireless sensor networks comprises of resource constraint devices having limited memory, energy and computation power. Many reputation-based trust management schemes [2], [10], [13], [14] have been proposed for WSNs. However, comprehensive comparative analysis from energy consumption perspective is currently not available in the literature. This is important to analyze and evaluate due to resource constraint nature of WSNs. Therefore, in this paper, we have tried to fill this gap by presenting theoretical and simulation-based energy consumption analysis and evaluation of three state-of-the-art reputation-based trust management schemes: 1) RFSN [2], 2) PLUS [14], and 3) GTMS [10]. We have performed comparison in different scenarios and results show that the GTMS scheme consumed less energy as compared with the RFSN and PLUS schemes.

The rest of the paper is organized as follows: Section 2 contains description of proposed trust management schemes. Sections 3 and 4 presents theoretical and simulation-based energy consumption analysis and evaluation respectively. Section 5 concludes the paper.

II. DESCRIPTION OF PROTOCOLS

A. RFSN Protocol

S. Ganeriwal and M. B. Srivastava [2], [15] have proposed Reputation-based Framework for Sensor Networks (RFSN), where each sensor node maintains the reputation for neighboring nodes. On the basis of that reputation trust values are calculated. Based on the trust value nodes are classified into two categorized: cooperative (trusted) and not cooperative (un-trusted).

Whenever a node needs recommendation value of the other node it will send a request packet (Req) to trusted nodes of the neighborhood. This request packet contain
the identity of the evaluating node. In response to the Req packet, trusted neighborhood nodes send back reply messages (Rep) to the requester. This reply packet contain the identity of the evaluating node and its trust value. Packet description of the RFSN scheme is shown in Table I.

### TABLE I. PACKETS OF RFSN SCHEME

<table>
<thead>
<tr>
<th>Type</th>
<th>Payload</th>
<th>Size of payload</th>
</tr>
</thead>
<tbody>
<tr>
<td>Req</td>
<td>ID of evaluating node (2 bytes)</td>
<td>2 bytes</td>
</tr>
<tr>
<td>Rep</td>
<td>ID of evaluating node(2 bytes), trust value(4 bytes)</td>
<td>6 bytes</td>
</tr>
</tbody>
</table>

B. PLUS Protocol

Z. Yao et al. [14] have proposed Parameterized and Localized Trust management Scheme (PLUS) for WSNs. The authors adopt a localized distributed approach and trust is calculated based on either direct observations or indirect observations. Based on the trust value nodes are classified into four categories: 1) Distrust (untrustworthy), 2) Minimal (low trust), 3) Average (common trustworthy), and 4) Good (trustworthy).

Whenever a node needs recommendation about another node, it will broadcast a request packet (EReq) to its neighbors. This packet contain the identity of the evaluating node. In response all the nodes (except the node whose is going to be evaluated) send back a response packet (ERep) to the requester. Once all the response packets are received, the requester will calculate the final trust value. If the node find any misbehavior about the evaluated node, then the node will broadcast a exchange information packet (EInf) to its neighbors. This packet contain information about identity of the node and error code. Based on the trust policy, the neighboring nodes sends out its opinion: exchangeAck (EAck) packet in case if they agree with the sender, otherwise neighbors will reply with exchangeArgue (EArg) packet. Packet description of the PLUS scheme is shown in Table II.

### TABLE II. PACKETS OF PLUS SCHEME

<table>
<thead>
<tr>
<th>Type</th>
<th>Payload</th>
<th>Size of payload</th>
</tr>
</thead>
<tbody>
<tr>
<td>EReq</td>
<td>ID of evaluating node (2 bytes)</td>
<td>2 bytes</td>
</tr>
<tr>
<td>ERep</td>
<td>ID of evaluating node(2 bytes), trust value(4 bytes)</td>
<td>6 bytes</td>
</tr>
<tr>
<td>EInf</td>
<td>ID of evaluating node(2 bytes), Error code(2 bytes)</td>
<td>4 bytes</td>
</tr>
<tr>
<td>EAck</td>
<td>ID of evaluating node (2 bytes)</td>
<td>2 bytes</td>
</tr>
<tr>
<td>EArg</td>
<td>ID of evaluating node(2 bytes), trust value(4 bytes)</td>
<td>6 bytes</td>
</tr>
</tbody>
</table>

C. GTMS Protocol

Shaikh R.A. et. al. [10] have proposed lightweight Group-based Trust Management Scheme (GTMS) for wireless sensor networks. With in a cluster, each sensor node calculates individual trust values for all other nodes based on the direct or indirect observations. Based on the trust value, nodes are classified into three categories: 1) trusted, 2) un-trusted or 3) un-certain. In the same way, each cluster maintain the trust value of other clusters.

The GTMS scheme is comprises of four pairs of request and response packets as shown in Table III.

**Pair 1: used for Peer Recommendation.** Whenever a node \( x \) needs recommendation from node \( y \) about \( z \), it sends a request packet (iVReq) of size 2 bytes to node \( y \). In response, node \( y \) send a response packet (iTRep) of size 3 bytes to node \( x \). The iTRep contains the trust value of \( z \).

**Pair 2: used for the transfer of trust vector from node to cluster head (CH).** After a periodic interval, the CH \( j \) broadcast a request (iVReq) packet inside the group. In response all nodes that belongs the cluster \( j \) send back a response packet (iTRep) of size 1 + 2.25v bytes, where \( v \leq n - 1 \) represents the length of the trust vector and \( n \) represents the total number of nodes in the cluster or group.

**Pair 3: used for getting recommendation from base station (BS) by CH.** Whenever a CH \( j \) need a recommendation from the BS about another cluster \( k \), it send a request packet (oVReq) to the BS. In response, the BS send a response packet (oTRep) to the CH \( j \) that contain the trust value of CH \( k \). The size of the response packet is 3 bytes.

**Pair 4: used for the transfer of trust vectors from CH to BS.** After every periodic interval of time, the base station multicast a request packet (oVReq) to all CHs in the network. In response, all CHs send back a response packet (oTRep) of size 1 + 3v bytes, where \( v \leq |G| \) represents the length of the trust vector and \( |G| \) represents the total number of clusters or groups.

III. THEORETICAL ANALYSIS AND EVALUATION

For the energy consumption analysis, we assume first order radio model as defined in [16] that is widely used by the researchers as in [17]–[20]. However, other energy models could also be used, such as [21], [22]. In first order radio model, the energy expanded to transfer a k-bit packet to a distance \( d \), and to receive that packet, as suggested by H.O. Tan and I. Korpeoglu in [16] is:

\[
E_{TX}(k, d) = kE_{elec} + kd^2E_{amp} \\
E_{RX}(k) = kE_{elec}
\]  

(1)

Here, \( E_{elec} \) is the energy dissipation of the radio in order to run the transmitter and receiver circuitry and is equal to 50nJ/bit. The \( E_{amp} \) is the transmit amplifier that is equal to 100pJ/bit/m^2. The \( E_{elec} \) and \( E_{amp} \) are the device specific parameters. The values that we used here for the theoretical analysis are the assumed values, which are commonly used in the literature [17]–[20].
TABLE III
PACKETS OF GTMS SCHEME

<table>
<thead>
<tr>
<th>Packets</th>
<th>Type</th>
<th>Payload</th>
<th>Size (payload)</th>
</tr>
</thead>
<tbody>
<tr>
<td>move</td>
<td>Pair 1:</td>
<td>iTRreq (SN-SN)</td>
<td>2 bytes</td>
</tr>
<tr>
<td>inside</td>
<td>Pair 1:</td>
<td>iTRreq (SN-SN)</td>
<td>2 bytes</td>
</tr>
<tr>
<td>cluster</td>
<td>for peer</td>
<td>iTRreq (SN-SN)</td>
<td>2 bytes</td>
</tr>
<tr>
<td></td>
<td>for transfer of</td>
<td>iTRreq (SN-SN)</td>
<td>2 bytes</td>
</tr>
<tr>
<td></td>
<td>trust vector</td>
<td>iTRreq (SN-SN)</td>
<td>2 bytes</td>
</tr>
<tr>
<td>packets</td>
<td>Pair 2:</td>
<td>iTRreq (SN-SN)</td>
<td>2 bytes</td>
</tr>
<tr>
<td>move</td>
<td>Pair 2:</td>
<td>iTRreq (SN-SN)</td>
<td>2 bytes</td>
</tr>
<tr>
<td>inside</td>
<td>Pair 2:</td>
<td>iTRreq (SN-SN)</td>
<td>2 bytes</td>
</tr>
<tr>
<td>cluster</td>
<td>for transfer of</td>
<td>iTRreq (SN-SN)</td>
<td>2 bytes</td>
</tr>
<tr>
<td></td>
<td>trust vector</td>
<td>iTRreq (SN-SN)</td>
<td>2 bytes</td>
</tr>
<tr>
<td>packets</td>
<td>Pair 3:</td>
<td>oTRreq (CH-BS)</td>
<td>2 bytes</td>
</tr>
<tr>
<td>move</td>
<td>Pair 3:</td>
<td>oTRreq (CH-BS)</td>
<td>2 bytes</td>
</tr>
<tr>
<td>outside</td>
<td>Pair 3:</td>
<td>oTRreq (CH-BS)</td>
<td>2 bytes</td>
</tr>
<tr>
<td>cluster</td>
<td>for transfer of</td>
<td>oTRreq (CH-BS)</td>
<td>2 bytes</td>
</tr>
<tr>
<td></td>
<td>trust vector</td>
<td>oTRreq (CH-BS)</td>
<td>2 bytes</td>
</tr>
</tbody>
</table>

We have performed theoretical energy consumption analysis at the higher level. For the fair comparison, we assumed that routing and MAC protocols are same. For theoretical energy consumption analysis and evaluation, we must have the information about the number of bits transmitted and received during trust evaluation phase between different nodes. The size of packet is mainly dependent on the size of payload. Header and tailer fields of a packet generally remain constant. Therefore we have ignored those during theoretical analysis given below. We have performed the theoretical energy consumption analysis and evaluation of various trust management schemes in four different scenarios.

A. Scenario 1: Peer recommendation between member nodes

Within a cluster, peer recommendation take place when nodes do not have any prior direct interaction experience with other node. Based on the peer recommendation trust value of node is calculated. For example, in case of multihop routing, it helps to select trusted en-route nodes through which a node can send data to the cluster head. Also, it helps new elected cluster head to get recommendation about the gateway nodes from other member nodes in case if it has no prior direct interaction experience.

When a sensor node needs a recommendation about other nodes, it will send a request packet to its peers. In the case of the GTMS scheme, the requester will send request to all the the nodes except the un-trustful ones. Assume that out of $n$ nodes, $j$ nodes are trusted and uncertain. Then, the total energy consumed at the requester end is,

$$E = j [E_{Tx}(16, d) + E_{Rx}(24)]$$

(3)

So the total energy consumed at the responder end is:

$$E = j [16(E_{elec} + d^2E_{amp}) + (24E_{elec})]$$

(3)

Also for the GTMS, the energy consumed at the responder end is:

$$E = E_{Rx}(16) + E_{Ts}(24, d)$$

$$E = 16E_{elec} + 24(E_{elec} + d^2E_{amp})$$

(4)

Energy consumption during peer recommendation of other schemes is shown in Table IV. In the case of the RFSN scheme, the energy consumption at the requester end is:

$$E = t \times [E_{Ts}(16, d) + E_{Rx}(48)]$$

(5)

where $t$ represents the number of trusted node in the cluster $(0 < t \leq n - 2)$, 16 and 48 represents the size of the request and response packets of RFSN scheme respectively. Also for the RFSN, the energy consumed at the responder end is:

$$E = E_{Rx}(16) + E_{Ts}(48, d)$$

$$E = 16E_{elec} + 48(E_{elec} + d^2E_{amp})$$

(6)

In the case of the PLUS scheme, the minimum energy consumption at the requester end is:

$$E = E_{Tx}(16, d) + (n - 2)E_{Rx}(48)$$

$$E = 16E_{elec} + d^2E_{amp} + (n - 2)(48E_{elec})$$

(7)

Here 16 and 48 represents the size of the request and response packets of the PLUS scheme respectively. Also for the PLUS, the energy consumed at the responder end is:

$$E = E_{Rx}(16) + E_{Ts}(48, d)$$

$$E = 16E_{elec} + 48(E_{elec} + d^2E_{amp})$$

(8)

In order to compare the energy consumption during peer recommendation scenario within the a cluster, we have assumed that a single group consists of nine nodes arranged in a grid fashion as shown in Figure 1. For this small topology, we have taken two scenarios. In the first scenario we have only two requesters getting recommendation from one available trusted node, and in second scenario, two requesters are getting recommendation from
TABLE IV.
PEER RECOMMENDATION OF SENSOR NODES WITHIN A CLUSTER

<table>
<thead>
<tr>
<th></th>
<th>GTMS</th>
<th>RFSN</th>
<th>PLUS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of request packets forwarded</td>
<td>$j \leq n - 2$</td>
<td>$t \leq n - 2$</td>
<td>$1$</td>
</tr>
<tr>
<td>Number of response packets received</td>
<td>$j \leq n - 2$</td>
<td>$t \leq n - 2$</td>
<td>$n - 2$</td>
</tr>
<tr>
<td>Size of request packet (payload only)</td>
<td>16 bits</td>
<td>16 bits</td>
<td>16 bits</td>
</tr>
<tr>
<td>Size of response packet (payload only)</td>
<td>24 bits</td>
<td>48 bits</td>
<td>48 bits</td>
</tr>
<tr>
<td>Energy consumption at requester</td>
<td>$j(E_{Tx}(16, d) + E_{Rx}(24))$</td>
<td>$t(E_{Tx}(16, d) + E_{Rx}(48))$</td>
<td>$E_{Tx}(16, d) + (n - 2) \times E_{Rx}(48)$</td>
</tr>
<tr>
<td>Energy consumption at responder</td>
<td>$E_{Tx}(24, d) + E_{Rx}(16)$</td>
<td>$E_{Tx}(48, d) + E_{Rx}(16)$</td>
<td>$E_{Tx}(48, d) + E_{Rx}(16)$</td>
</tr>
</tbody>
</table>

all the available trusted nodes (excluding the one who is going to be evaluated) by the requester. First scenario shows the minimum energy consumption analysis and second scenario shows the maximum energy consumption analysis of the group.

Figure 2(a) shows the minimum energy consumption analysis (first scenario), which shows that GTMS consume less energy as compared to the PLUS scheme. Also, GTMS consume approximately same amount of energy as RFSN scheme. Figure 2(b) illustrates the maximum energy consumption analysis (second scenario), which shows that the GTMS scheme overall consume less energy in a group then the PLUS scheme at the cost of slightly more energy consumption at the requester ends. Also, as compared to the RFSN scheme, GTMS scheme consume less energy at the responder (recommender) ends and approximately same energy at the requester ends.

B. Scenario 2: Peer recommendation between cluster heads

Like members nodes, peer recommendation take place when cluster heads do not have prior direct interaction experience with other cluster heads. For example, cluster heads may communicate with the base station via gateway nodes or other cluster heads. In this case, peer recommendation is useful to select trusted next hop node.

In case of the GTMS scheme, when ever a cluster head need a recommendation value about another group then the cluster head will send a request packet to the base station, in response base station will send back trust value of other group. Therefore, in case of the GTMS scheme, the total energy consumed at the cluster head will be:

$$E = E_{Tx}(16, d) + E_{Rx}(24)$$

$$E = 16(E_{elec} + E_{amp} \times d^2) + 24E_{elec}$$ (9)

where 16 bits represents the size of the request packet and 24 bits represents the size of the response packet. In this case responder is base station which usually does not have any resource constraints. Therefore, we can ignore the energy consumption analysis at the base station.

In case of the RFSN scheme, when ever a cluster head need a recommendation value about another group then the cluster head will send a request packets to its neighboring cluster heads. In response neighboring cluster heads will send back trust value of other group. Therefore, in case of the RFSN scheme, the total energy consumed at the requester cluster head will be:

$$E = \sum_{j=0}^{r} E_{Tx}(16, d) + \sum_{j=0}^{q} E_{Rx}(48)$$

$$E = \sum_{j=0}^{r} (16(E_{elec} + E_{amp} \times d^2)) + \sum_{j=0}^{q} (48E_{elec})$$

where, $q \leq r$; (10)
where $r$ represents the number of request packets and $q$ represents the number of response packets. The size of request packet is 16 bits and the size of response packet is 48 bits. The total energy consumed at the responder cluster head will be:

$$E = 16E_{elec} + 48(E_{elec} + E_{amp} \times d^2)$$  \hspace{1cm} (11)

In case of the PLUS scheme, when ever a cluster head need a recommendation value about another group then the cluster head will broadcast request packet to its neighboring cluster heads. In response, all neighboring cluster heads will send back trust value of the required group. Therefore, in case of the RFSN scheme, the total energy consumed at the requester cluster head will be:

$$E = E_{Tx}(16, d) + \sum_{j=0}^{q} E_{Rx}(48)$$

$$E = 16(E_{elec} + E_{amp} \times d^2) + \sum_{j=0}^{q} (48E_{elec})$$  \hspace{1cm} (12)

where $q$ represents the number of response packets. The size of request packet is 16 bits and the size of response packet is 48 bits. The total energy consumed at the responder cluster head will be:

$$E = 16E_{elec} + 48(E_{elec} + E_{amp} \times d^2)$$  \hspace{1cm} (13)

Summary of energy consumption during peer recommendation of cluster heads is shown in Table V. Here $m$ represents the total number of neighboring cluster heads. In order to compare the energy consumption during peer recommendation scenario between clusters, we have assumed 5 clusters and one base station in the network as shown in Figure 3. In this scenario $CH_1$ needs recommendation about $CH_2$ and $CH_3$ needs recommendation about $CH_4$.

![Figure 3. Cluster scenario](image)

Figure 4 clearly shows that the GTMS consumes less energy as compared with the RFSN and PLUS schemes. This is because, in GTMS cluster head only need recommendation from the base station. Whereas, in RFSN and PLUS schemes cluster head need recommendation from its neighboring cluster heads. This figure also illustrates that at the requester ends ($CH_1$ and $CH_3$) PLUS scheme consume less energy, because request packet is broadcast to all its neighboring cluster heads. Whereas, in case of the RFSN scheme, the request packet is unicasted to all trusted neighboring cluster heads.

![Figure 4. Peer recommendation for cluster heads](image)

Scenario 3 and 4 are only applicable to the GTMS scheme. Therefore, we have compared the GTMS scheme with the generic Distributed Trust Management Scheme (DTMS) in which each node maintains a one-to-one trust relationship with each other.

C. Scenario 3: Global trust value of each node

In order to calculate the global trust state (e.g. trusted, uncertain or un-trusted) of each member node, cluster head periodically broadcast a request message. In response all member nodes send back a trust state of other nodes to the cluster head. This approach help cluster head to detect the presence of any malicious node in the group.

Whenever a sensor node gets request to send trust vector from the cluster head, it will send $n-1$ bytes of trust vector data to the cluster head. Here $n$ is the number of nodes in the cluster. At the requester end, the total energy consumed during this phase is the sum of the energy consumed during sending of the request packet ($E_{Tx}$) plus energy consumed during receiving of the response packet ($E_{Rx}$) from all member nodes, as given below:

$$E = E_{Tx}(k, d) + \sum_{j=0}^{r} E_{Rx}(k')$$  \hspace{1cm} (14)

$$E = k \times (E_{elec} + E_{amp} \times d^2) + \sum_{j=0}^{r} E_{elec} \times k'$$  \hspace{1cm} (15)

Here $k$ is the length of the request packet, $k'$ is the length of the response packet and $r$ represents the number of responses received by the requester. Payload of the request packet does not contains any additional information and can be identified by the type field present in the header of the packet. As we have already mentioned in earlier discussion that the size of header remains constant for all protocols. Therefore, we can assume that size of the request packet is 1 and, the size of the response packet ($k'$) is $8 + 18v$ bits [See Table III]. Then the total energy consumed at the requester end will be:

$$E = 1 \times (E_{elec} + E_{amp} \times d^2) + \sum_{j=0}^{r} E_{elec} \times (8 + 18v)$$  \hspace{1cm} (16)
In the case of the GTMS, $r \leq n - 1$ and $v \leq n - 1$, where $n$ is the number of nodes in the group, whereas in the case of the DTMS $r \leq N - 1$ and $v \leq N - 1$, where $N$ is the number of nodes in the network.

At the responder end, the total energy consumed during this phase is the sum of energy consumed during receiving of the request packet ($E_{R_{n}}$) plus energy consumed during transfer of the response packet ($E_{T_{x}}$) as given below:

$$E = E_{elec} \times k + k' \times (E_{elec} + E_{amp} \times d^2) \quad (17)$$

Then the total energy consumed at the responder end will be:

$$E = E_{elec} \times 1 + (8 + 18v) \times (E_{elec} + E_{amp} \times d^2) \quad (18)$$

In the case of the GTMS, $v \leq n - 1$ where $n$ is the number of nodes in the group and in the case of the DTMS, $v \leq N - 1$, where $N$ is the number of nodes in the network.

Comparison of energy consumption from the requester and responder point of view is shown in Figure 5. In a simulation, the requester and responder reside at the distance of 150 meters from each other. Initially for 100 nodes in the sensor network, we assumed only one cluster. In this case, energy consumption of the GTMS and DTMS at the requester and responder ends remains same. But as we increase the number of clusters in the network, the GTMS shows lower energy consumption as compared with the DTMS. For example, for the case of five clusters in the network comprises of 100 nodes, at the requester end, the GTMS scheme consumed 26.47 times less energy as compared with the DTMS. For the same case at the responder end, the GTMS scheme consumed 5.11 times less energy as compared with the DTMS. This significant energy saving is only because the size of trust vector is depended on the size of the cluster. As we increase the number of clusters in the network, the average number of nodes in the cluster will decrease. If the numbers of nodes in the cluster become small then the size of trust vector will also reduce, which will take less transmission and reception power during transfer from a node to the cluster head.

### D. Scenario 4: Global trust value of each cluster

In order to calculate the global trust state (e.g. trusted, uncertain or un-trusted) of each member node, cluster head periodically broadcast a request message. In response all member nodes send back a trust state of other nodes to the cluster head. This approach, help cluster head to detect the presence of any malicious node in the group.

Whenever a base station needs a trust vector from the cluster heads it will send the request packet to all the cluster heads. In response all cluster heads will send the response packet to the base station. Since, the base station does not have any resource constraint problem, therefore, we have focused only on the energy consumption of the cluster heads. The total energy consumed at the responder (cluster head) end is:

$$E = E_{elec} \times 1 + [(8 + 24v) \times (E_{elec} + E_{amp} \times d^2)] \quad (19)$$

In the case of the GTMS $v \leq |G| - 1$, where $|G|$ is the number of groups in the network. In the case of the DTMS $v \leq N - 1$, where $N$ is the number of nodes in the network.

Comparison of both the schemes is shown in Figure 6. For the scenario of 100 nodes comprises of 10 equal size clusters, the GTMS consumed approximately 10.64 times less transmission and reception power as compared with the DTMS.

### E. Summary

The GTMS scheme is invariant of any specific radio technology. The energy consumption analysis presented above, is just a single application of first order radio model proposed by H. O. Tan and I. Korpeoglu in [16].
The GTMS scheme never consume more energy than the DTMS scheme as shown in Table VI. In a worst case scenario, when the number of nodes in a cluster is equal to the number of nodes in the network, than the energy consumption of both schemes remain same. In other cases, the GTMS scheme always consume less energy than the DTMS scheme.

IV. SIMULATION-BASED ANALYSIS AND EVALUATION

A. Simulation Environment

We have performed simulation using Sensor Network Simulator and Emulator (SENSE) [23]. For simulation purposes we have deployed a sensor network comprises of 225 sensor nodes that are spread in $800m \times 800m$ terrain. The network is divided into 16 equal size clusters. All sensor nodes are static and are organized in a grid fashion. Base station is located at the middle of the $800m \times 800m$ terrain. At the application layer, we have used our proposed TExP protocol [10] that is used to exchange the trust values between communicating nodes in an efficient manner. Format of TExP protocol is shown in Figure 7. Like [10], we used free space wireless channel, IEEE 802.11 MAC protocol, and a simplified version of DSR routing protocol (without route repairing). The rest of the specifications of a sensor node are defined in Table VII.

B. Comparison

For comparison purpose, we have implemented two protocols: GTMS and RFSN. We did not implement the PLUS scheme because it works on the top of its own defined routing protocol called PLUS_R. Whereas, GTMS and RFSN can works on the top of any routing protocol. For routing purposes, we used DSR routing protocol as mentioned earlier.

1) Scenario 1 [Peer recommendation of SNs]: During simulation, in each cluster, random number of source nodes are selected which perform peer recommendation. Also, each source node will get recommendations from random number of trusted nodes. Figure 8(a) shows that the GTMS consumed less energy then the RFSN scheme and the energy consumption difference approximately remains same (as shown in Figure 8(b)) for all 10 simulation runs. Therefore, we conclude that 10 simulation runs can give us reliable results.

2) Scenario 2 [Peer recommendation of CHs]: During simulation, each cluster head performed peer recommendation with its neighboring clusters only. Here, also random number of peer recommendation will be perform by each cluster head and also random number of trusted neighboring cluster heads are selected for receiving recommendations. The average energy consumption for this scenario is shown in Figure 9(a), which shows that the GTMS scheme consumed much less energy then the RFSN scheme. As Figure 9(b) shows that the energy difference between the GTMS and RFSN scheme is approximately 30.4J.

3) Complete Peer recommendation scenario: In practical, the frequency of peer recommendations within a cluster is much higher then the peer recommendation occurs between cluster heads. In order to get clear picture regarding the energy consumption, we have combined both scenarios. Where each sensor node performed peer recommendation with trusted member nodes and each cluster head performed peer recommendation with trusted neighboring cluster heads. Average energy consumed during complete peer recommendation scenario is shown in Figure 10. This figure shows that the GTMS scheme save significant amount of energy of approximately $1.58J$ as compared with the RFSN scheme.

Scenarios three and four presented in a previous section.
are only applicable to the GTMS scheme. In both scenarios, the frequency of request and response packets is very low. Because packets are not forwarded very frequently rather packets are forwarded periodically. Therefore, even if we include both scenarios it will not effect much on net energy consumption of a whole network.

V. Conclusion

In this paper, we have presented the energy consumption analysis and evaluation of existing reputation-based trust management schemes of wireless sensor network. This sort of comparative study is currently not available in the literature. In this paper, we have evaluated theoretical energy consumption of three state-of-the-art reputation-based trust management schemes such as GTMS, RFSN and PLUS. Results show that, in a peer recommendation scenario, the GTMS consume less energy as compared with the PLUS and RFSN schemes. Additionally, we have also provided simulation-based analysis and evaluation which confirms our results obtain from theoretical analysis.
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