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Abstract—We present a queueing model for performance analysis of go-back-N (GBN) and selective repeat (SR) automatic repeat request (ARQ) protocols in wireless networks using dynamic radio link adaptation with non-instantaneous feedback. Link adaptation technique allows multi-rate transmission which is assumed to be achieved through adaptive modulation and coding. The radio link level queueing models for these two ARQ protocols are formulated in discrete time where the exact queue length and the delay statistics are obtained by using matrix geometric methods under different feedback delay values, channel and system parameters. The link layer delay statistics are useful in many ways, for example, to perform packet level admission control under statistical delay constraints. We validate the analysis by simulation and discuss useful implications of the analytical model on system performance. For dynamic link adaptation, the mode switching thresholds for the received signal-to-noise ratio (SNR) can be chosen to obtain very good link level delay performance. This SNR partitioning is shown to achieve significant cross-layer design gain compared to the case where the mode switching thresholds are chosen to maximize the physical layer throughput.
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I. INTRODUCTION

HIGH-SPEED data transmission will be a key requirement for the next-generation wireless networks. Adaptive modulation and coding (AMC) technique is being used in most of the 2.5/3G wireless networks to increase the transmission rate by exploiting the wireless channel variations [1], [2]. While the design of strong and reliable error correction codes has played a key role in error protection for applications with strict delay requirements (e.g., voice), the deployment of delay-tolerant data services in wireless networks makes automatic repeat request (ARQ)-based error protection very attractive to counteract the residual errors without using costly error correction codes at the physical layer.

Among the three main ARQ protocols (namely, stop-and-wait, go-back-N (GBN-ARQ) and selective repeat (SR-ARQ)), SR-ARQ is the most efficient. GBN-ARQ is less efficient than SR-ARQ but its implementation is simpler than SR-ARQ because packets are always received in order in the receiving buffer. The delay statistics for GBN-ARQ with non-instantaneous feedback delay was derived in [3]. In [4], the approximated average delay for SR-ARQ was obtained for a two-state Markov channel under heavy traffic condition. The exact delay statistics for SR-ARQ over a two-state Markov channel was obtained in [5]. The key weakness of these works, however, is the use of a two-state Markov channel model, which could not capture the multi-rate transmission feature of currently deployed wireless networks.

The analytical model in [5] was extended in [6] for channels with N states. However, the transmission rate was assumed to be constant (i.e., for all channel states one packet is transmitted in one time slot); therefore, the model did not truly take the multi-rate transmission into account. In [7], a link level queueing model with AMC and round-robin scheduling was developed assuming instantaneous feedback (i.e., the transmitter knows the transmission outcomes right at the end of the transmission time slot). Developing an analytical framework for evaluating radio link level queueing performances which can capture multi-rate transmission and non-instantaneous feedback delay is very desirable but challenging.

Note that the availability of radio link-level delay statistics allows wireless network design and engineering under statistical delay constraints of the form \( \Pr \{ \text{delay} > D_{\text{max}} \} < P_t \) instead of those based on the average delay or delay bounds. Also, it would be very useful in predicting the higher layer protocol (e.g., TCP (Transmission Control Protocol)) performance (e.g., to estimate the round trip time of a TCP flow). So far, investigations on the higher layer protocol performance have been done mostly by simulations [8]. The link model presented in this paper is therefore an important step towards investigating the interaction of TCP with lower layers protocols [9].

A finite-state Markov channel (FSMC) model was proposed for Rayleigh and the more general Nakagami-\( m \) fading channels in the literature [10]-[13]. This channel model was validated in [13] and extensively used to analyze system performance at the packet level [14]-[15]. In [15], the authors...
developed a queuing model that takes into account AMC at the physical layer. However, ARQ was not considered at the link layer and the delay statistics cannot be derived from their model. The difficulty of using FSMC model to analyze the performance of multi-rate wireless networks comes from the batch transmission effect where the transmission batch size varies according to the chosen transmission mode at the physical layer. Nevertheless, the interaction among the channel, system and protocol states can be captured in a unified analytical framework which can be used to obtain many performance measures in a multi-rate wireless network. We present such an analytical framework in this paper and obtain the queue length and delay statistics for both GBN-ARQ and SR-ARQ protocols.

We formulate the radio link layer queueing model for these two ARQ protocols in discrete time where the queue length and the delay distributions can be derived by using the matrix geometric method (MGM) [16]. The analytical model enables us to quantify the impacts of physical/radio link and channel parameters on the system performance. Also, it provides interesting insights into the system design. For example, the signal-to-noise ratio (SNR) thresholds for the different transmission modes can be calculated to achieve good link level delay performance. Note that, delay is the primary quality of service (QoS) metric for many data applications and the SNR thresholds which maximize the link level throughput may not be, in general, delay-optimal. Comparison of delay performance of the two ARQ protocols is also highlighted for different values of feedback delay which is necessary to quantify the tradeoff between delay performance and system complexity for link layer protocol design.

The rest of this paper is organized as follows. Section II presents the system model and assumptions used in this paper. We formulate the queueing problem and obtain the performance metrics for GBN-ARQ protocol in Section III. Section IV presents the analysis for SR-ARQ protocol. Model validation and numerical results are presented in Section V. Section VI states the conclusions.

II. SYSTEM MODEL AND ASSUMPTIONS

A. System Description

We consider a transmitter node using adaptive modulation and coding at the physical layer and ARQ-based error recovery at the link layer to communicate with a receiver node over a wireless channel. Transmissions occur in fixed-size time slots where the number of packets transmitted during each time slot depends on the chosen transmission mode. The receiver decodes the received packets and sends a feedback packet (i.e., containing acknowledgment (ACK) or negative acknowledgment (NACK) information) to the transmitter. In case of transmission failure of one or more packets transmitted during a time slot, error recovery based on either GBN-ARQ or SR-ARQ protocol is initiated.

For both ARQ protocols, the transmitter continuously transmits packets from the buffer in sequence until it detects a transmission error through NACK in the feedback packet. In case of transmission failure(s), the SR-ARQ protocol only retransmits the erroneous packet(s) while the GBN-ARQ protocol retransmits all the packets starting from the first erroneous packet.

We assume that the feedback packet (i.e., the ACK/NACK information) arrives at the transmitter node \( n \) slots after the beginning of the corresponding transmission slot. In this paper, an error-free feedback channel is assumed\(^1\). In addition to the ACK/NACK information, the feedback channel carries the channel state information (CSI) or the selected transmission mode to be used for dynamic link adaptation. We assume that CSI is available at the transmitter without delay. This assumption is reasonable in slow fading channels where the channel conditions are static over several transmission intervals (or time slots). The maximum number of retransmissions allowed for a packet is assumed to be unbounded. Therefore, the delay obtained in this paper can be considered as an upper bound for the case where finite number of retransmissions are allowed at the link layer.

Examples: The operations of the GBN-ARQ and SR-ARQ protocols are illustrated in Fig. 1 and Fig. 2, respectively, for \( n = 3 \), where the transmission batch size is denoted by the rate defined in terms of packets/slot. In these two figures, packet 2 in time slot 1 and packets 8, 9 in time slot 3 are assumed to be in error. For the GBN-ARQ protocol, the NACK for packet 2 arrives at the transmitter side at the end of time slot 3 and retransmission of all packets starting from packet 2 begins at time slot 4. Note that, packets 3, 4, \( \cdots \), 7 are retransmitted even though they were correctly received before. For the SR-ARQ protocol, packet 2 and packets 8, 9 are “selectively”

\(^1\)This is a very standard assumption because in practice a strong error correction code can be used in the feedback channel.
retransmitted in time slots 4 and 6, respectively, together with the new packets when the channel state allows.

The channel is modeled as an FSMC with \( K + 1 \) states (0, 1, \( \cdots \), \( K \)) as will be described in Section II-B. When the channel is in state \( k (1, 2, \cdots, K) \), \( h_k \) packets are transmitted in one time slot. In fact, each channel state corresponds to one transmission mode of the AMC technique as will be modeled in the next section. We further assume that the transmitter does not transmit in channel state 0 to avoid high probability of transmission error.

The radio link level queueing for both ARQ protocols is modeled in discrete time with one time interval equal to one time slot and the system states are observed at the beginning of each time slot. The buffer size is assumed to be infinite. Packet arrivals follow a Bernoulli process with arrival probability \( \lambda \). We assume that a packet arriving during time interval \( t - 1 \) cannot be transmitted until time interval \( t \) at the earliest.

### B. Channel Modeling for Adaptive Modulation and Coding

The channel model used in this paper is captured by an FSMC representing the multiple states of a slow Nakagami-\( \mu \) fading channel. In this channel model, the SNR at the receiver is partitioned into a finite number of intervals. Let \( X_0(= 0) < X_1 < X_2 < \cdots < X_{K+1}(= \infty) \) denote the thresholds of the received SNR for the different channel states. The channel is said to be in state \( k \) if \( X_k \leq X < X_{k+1} \) \((k = 0, 1, 2, \cdots, K)\), where \( X \) is the received SNR. As the thresholds of the received SNR are determined, the transition probability matrix for the channel states \( T \), in which element \( T_{k,l} \) is the transition probability from state \( k \) to state \( l \) can be obtained [10]-[15].

At the physical layer of the considered system, each transmission mode corresponds to a unique modulation and coding. The maximum number of packets that can be transmitted in one time slot, \( m \), is defined as the slot where the transmitted packets, if successfully decoded, will be accepted by the receiver.
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for some value of \( l \) depending on the destination state. The following example clarifies further how the system state transition probabilities are ordered in the matrix form.

**Example:** For ease of exposition, we consider a very simple case where there are 2 channel states (states 0, 1) and feedback delay is 2 slots (i.e., \( n = 2 \)). The matrix block \( D_{i,l} \) can be expanded as in (3), shown at the bottom of this page. In this equation, element \( D_{i,l}(i,0)(1,0) \), for example, represents the probability of transition \((i,1,1) \rightarrow (i+1-l,0,0)\).

The resulting transition matrix for \( X(t) \) is written in (4) for \( L = 3 \), as shown at the bottom of this page. Recall that \( L \) is the maximum number of packets which can be transmitted in one time slot (i.e., equal to \( h_K \)). In this transition matrix, \( D_{i,l} \) contains the probabilities of system transitions where \( x = i \) before the transitions. All transitions captured by \( D_{i,l} \) for different \( l \) will be called transitions in level \( i \) of the transition matrix in the sequel. Note that, in the generic system state \((i,j,k)\), \( j \) can have \( n \) possibilities and \( k \) can have \( K+1 \) possibilities (i.e., \( K+1 \) channel states). Thus, the order of \( D_{i,l} \) is \( n(K+1) \times n(K+1) \). The derivations of matrix blocks \( D_{i,l} \) and \( D_{l,l} \) are detailed in Appendix I. As can be seen in Appendix I, for \( i \geq L \), \( D_{i,l} \) is independent of the level index \( i \); therefore, for brevity we denote \( D_{i,l} \) by \( D_l \) in (4).

Note that, in (4), there is at most one arriving packet and at most \( L = 3 \) packets successfully transmitted in one time slot. Therefore, for level \( i \geq 3 \), the transitions can go up to at most one level (represented by \( D_0 \)) and go down at most three levels (represented by \( D_3 \)). The transition matrix in (4) describes a GI/M/1 Markov chain, where the solution can be found by the well-established method proposed by Neuts [16]. In fact, the steady-state probability \( x = [x_0 \ x_1 \ x_2 \ \cdots] \) satisfies

\[
xP = x, \quad \sum_{i=0}^{\infty} x_i e = 1 \tag{5}
\]

where \( e \) is a column vector of all ones with the same dimension as \( x_i \) which is \( n(K+1) \). We can find \( x_0, x_1, \cdots, x_L \) using the boundary and the normalization conditions. Other values of \( x_i \) \((i > L)\) can be calculated from \( x_L \) by using a non-negative matrix \( R \) as follows: \( x_i = x_L R^{i-L} \) [16]. Here, the order of matrix \( R \) is \( n(K+1) \times n(K+1) \).

**B. Delay Analysis**

In this section, we derive the delay distribution of a packet arriving at the queue for the GBN ARQ protocol. The delay is the time for all packets ahead of the target packet (if any) and itself successfully leaving the queue. In the following calculation, the delay is considered at the transmitter side. Let the arrival slot be numbered as slot zero and it is not included in the delay calculation.

Now let \( \Phi_{(p,d)} \) be matrices with order \( n(K+1) \times n(K+1) \) whose element \( (\Phi_{(p,d)}) \((j,j')(k,k') \) \((0 \leq j, j' \leq n-1, 0 \leq k, k' \leq K) \) is the probability of state transition \( (p,j,k) \rightarrow (0,j',k') \) in \( d \) time slots. In short, \( \Phi_{(p,d)} \) contains system state transition probabilities such that \( p \) packets are successfully transmitted in \( d \) slots. From the definition of \( \Phi_{(p,d)} \), \( (\Phi_{(p,d)}) \((j,j') \) contains the channel state transition probabilities such that \( s \) (in the system state \((x,s,c)\) evolves from \( j \) to \( j' \). Thus, the order of \( (\Phi_{(p,d)}) \((j,j') \) is \((K+1) \times (K+1) \).

We also define \( C_{h,p} \) to be matrices of order \( n(K+1) \times n(K+1) \) with the same structure as \( \Phi_{(p,d)} \) whose elements are the system state transition probabilities such that \( h \) packets are successfully transmitted in one particular time slot given that there are \( p \) packets in the queue at the beginning of the time slot. The derivation of \( C_{h,p} \) is given in Appendix I. We have the following recursive relation:

\[
(\Phi_{(p,d)}) = \sum_{h=0}^{L} C_{h,p} \Phi_{(p-h,d-1)}, \quad \text{where} \quad \Phi_{(0,0)} = I_{n(K+1)}\tag{6}
\]

Equation (6) can be interpreted as follows. If there are \( p \) packets which must be delivered in \( d \) time slots (captured by \( \Phi_{(p,d)} \)) and \( h \) packets are successfully transmitted in the first time slot (captured by \( C_{h,p} \)), there are remaining \( p-h \) packets to be delivered in \( d-1 \) slots (captured by \( \Phi_{(p-h,d-1)} \)). Here, \( \Phi_{(0,0)} \) simply captures the end point where the target packet leaves the queue.

To calculate the delay statistics, we need to obtain the steady-state vector seen by an arriving packet to the queue. Note that we have assumed a Bernoulli arrival process so that the ASTA (arrivals see time averages) property holds here. Also, packets arriving to the queue after the tagged packet do not affect the delay experienced by the tagged packet so they are ignored in the following derivation. Let \( y_i \) be a
vector of dimension $n(K + 1)$ which represents the system state probabilities where an arriving packet sees $i$ head-of-line (HOL) packets at the end of its arrival time slot. We have

$$y_i = \sum_{h=0}^{L} x_{i+h} C_{h,i+h}. \quad (7)$$

Equation (7) can be interpreted as follows. If there are $i + h$ packets in the queue at the beginning of the arrival time slot (captured by $x_{i+h}$) and $h$ packets successfully leave the queue in this time slot (captured by $C_{h,i+h}$), the arriving packet will see exactly $i$ HOL packets (captured in $y_i$) at the end of this time slot. The probability that the delay is $D$ slots (not including the arrival slot) can therefore be written as follows:

$$P_d(D) = \sum_{h=0}^{DL-1} y_h \Phi_{(h+1,D)} e_{n(K+1)} \quad (8)$$

where $e_{n(K+1)}$ is a column vector of all ones with dimension $n(K + 1)$. The sum in (8) is limited to $DL - 1$ since at most $L$ packets can be successfully transmitted in one time slot.

IV. QUEUEING MODEL AND ANALYSIS FOR SELECTIVE REPEAT ARQ

A. Queueing Model

Since the outcome of the decoding process for each packet only reaches the transmitter $n$ slots after the beginning of the corresponding transmission slot and only erroneous packets are “selectively” retransmitted, we need to keep track of the number of erroneous packets in a window of $n$ slots. Let $b(t) = [b_1(t), b_2(t), \ldots, b_n(t)]$ be an $n$-dimensional vector whose elements $b_i(t), (i = 1, \ldots, n)$ represent the number of erroneous packets among those transmitted in the slot which is $i$ slots before the current slot $(0 \leq b_i(t) \leq L)$. Note that, we do not need to differentiate two different cases which can lead to $b_i(t) = 0$: no packet is transmitted because the channel is in state zero and all of the transmitted packets are successfully decoded at the receiver. This is due to the operation of the protocol where only erroneous packets are retransmitted if any.

We can observe that $b(t + 1) = [\beta, b_1(t), b_2(t), \ldots, b_{n-1}(t)],$ where $\beta$ is the number of packets in error among those transmitted in time slot $t$. To facilitate the analysis, we represent vector $b(t)$ by a number $y(t) = \sum_{i=1}^{n} x_i b_i \times (L + 1)^{(i-1)}$. Since $b(t + 1) = (\beta, b_1(t), b_2(t), \ldots, b_{n-1}(t))$, for a given $y(t) = k$ there are at most $L + 1$ transitions to $y(t + 1) = l$ corresponding to different values of $\beta$. Also note that there is a unique mapping between $y(t)$ and $b(t)$; therefore, the use of $y(t)$ instead of $b(t)$ makes the analysis easier without affecting the semantics of the problem.

Example: Consider the SR-ARQ protocol with feedback delay $n = 4$ (time slots) and $L = 4$. Suppose that the current vector $b$ is $b(t) = (b_1(t), b_2(t), b_3(t), b_4(t)) = (1, 0, 3, 4)$ and two packets among those transmitted in the current time slot are in error. The vector $b$ in the next time slot will be $b(t + 1) = (2, 1, 0, 3)$. The corresponding transition is $b(t) \rightarrow b(t + 1) \equiv \{y(t) = 576\} \rightarrow \{y(t + 1) = 382\}$.

Let $x(t) \geq 0$ represent the number of packets in the queue excluding the packets which were transmitted and the transmitter is waiting for their ACKs/NACKs, $y(t)$ corresponding to vector $b(t)$ capture the transmission outcomes in the past $n$ time slots, and $0 \leq c(t) \leq K$ represent the channel state. Then, the random process $Y(t) = \{x(t), y(t), c(t)\}$ forms a discrete-time Markov chain.

At any time slot $t$, the number of packets available for transmission is $x(t) + b_n(t)$, where $b_n(t)$ is the number of erroneous packets which were transmitted $n$ slots before the current slot and are being retransmitted. The number of packets transmitted at time $t$ is given by $\min\{h_{c(t)}(t), x(t) + b_n(t)\}$, which is the minimum of the number of available packets in the queue (equal to $x(t) + b_n(t)$) and the transmission capability of channel state $c(t)$ (equal to $h_{c(t)}$). If $a(t)$ denotes the number of arriving packets in time slot $t$, we have $x(t + 1) = x(t) + a(t) + b_n(t) - \min\{h_{c(t)}(t), x(t) + b_n(t)\}$. The protocol modeling is illustrated in Fig. 4. We will omit time index $t$ in the related variables if it does not cause confusion in the sequel. Note that, element $b_i$ of vector $b$ stores the number of packets transmitted erroneously in the past regardless of how many packets were really transmitted in the corresponding time slots.

Similar to the model for GBN-ARQ protocol, we put the transition probability matrix of $Y(t)$ in a matrix form. Now, let $(i, j, k)$ be the generic system state and $(i, j, k) \rightarrow (i', j', k')$ denote the system transition from state $(i, j, k)$ to state $(i', j', k')$. For fixed $i$, we write the probabilities of system transitions $(i, *, *) \rightarrow (i + K + 1 - l, *, *)$ in a matrix block $A_{i,l}$. In the generic system state, $j$ has $(L + 1)^n$ possibilities (because each element $b_i$ of vector $b$ has $L + 1$ possibilities) and $k$ has $K + 1$ possibilities (i.e., $K + 1$ channel states); therefore, the order of $A_{i,l}$ is $(K + 1)(L + 1)^n \times (K + 1)(L + 1)^n$.

The resulting transition matrix for $Y(t)$ is written in (9) for $L = 3$, shown at the bottom of the next page. As before, each block of rows in (9) captures the transitions in one level of the transition matrix. Also, the elements of $A_{i,l}$ are $(A_{i,l}(j, j')(k, k'))$, which is the probability of system transition $(i, j, k) \rightarrow (i + L + 1 - l, j', k')$. The derivations of matrix blocks $A_{i,l}$ and $A_i$ are given in Appendix II. Note that, for $i \geq L$, we denote $A_{i,l}$ by $A_i$ for brevity because these matrix blocks are independent of the level index. Since we have
\(x(t+1) - x(t) = a(t) + b_n(t) - \min \{ h_{c(t)}, x(t) + b_n(t) \}\), each level in the transition matrix (9) can go up at most \(L + 1\) levels (when \(a(t) = 1, b_n(t) = L\), and \(\min \{ h_{c(t)}, x(t) + b_n(t) \} = 0\)) and go down at most \(L\) levels (when \(a(t) = 0, b_n(t) = 0\), and \(\min \{ h_{c(t)}, x(t) + b_n(t) \} = L\)).

### B. Steady-State Solution

We re-block the transition matrix as indicated in (9) to obtain a quasi-birth and death (QBD) process, and the re-blocked transition matrix can be written as follows:

\[
P = \begin{bmatrix}
B_{0,1} & B_{0,0} & B_{1,0} & & & \\
B_{1,2} & B_{1,1} & B_{1,0} & & & \\
B_{2} & B_{1} & B_{0} & & & \\
& B_{2} & B_{1} & B_{0} & & \\
& & & \ddots & \ddots & \\
& & & & \ddots & \ddots
\end{bmatrix}.
\tag{10}
\]

The solution for the QBD process can be found by the well-established method proposed by Neuts [16]. Let \(\pi = [\pi_0, \pi_1, \pi_2, \ldots]\) be the steady state probability vector of (10) and \(z = [z_0, z_1, z_2, \ldots]\) be the steady state probability vector of the original transition matrix (9) where \(z_i\) corresponds to level \(i\) of the transition matrix (9). Recall that we have combined \(L + 1\) blocks in each dimension of the transition matrix (9) to obtain (10). Thus, letting \(N_1 = (K+1)(L+1)^n\), the dimension of \(z_i\) \((i \geq 0)\) is \(N_1\) and the dimension of \(\pi_i\) \((i \geq 1)\) is \(N_1(L + 1)\). For \(i \geq 1\), \(\pi_i\) can be written as \(\pi_i = [\pi_{i,1}, \pi_{i,2}, \ldots, \pi_{i,L+1}]\). Hence, we have

\[z_0 = \pi_0, \quad z_{(i-1)(L+1)+j} = \pi_{i,j}\]
\tag{11}

for \(i \geq 1\) and \(1 \leq j \leq L + 1\).

### C. Delay Analysis

In this section, we derive the delay distribution of a packet arriving at the queue for the SR-ARQ protocol. Again, the delay is considered at the transmitter side. Let the arrival slot be numbered as slot zero and it is not included in the delay calculation.

Let \(N = (L + 1)^n - 1\). We define the following matrices:

- \(\Omega(p,d)\) are matrices of order \(N_1 \times N_1\) in which element \((\Omega(p,d))_{(j,j')} = 0, 0 \leq j < N, 0 \leq k, k' \leq K\) is the probability of system transition \((p,j,k) \rightarrow (0, j', k')\) in \(d\) time slots. In short, \(\Omega(p,d)\) contains system transition probabilities such that in addition to the \(p\) packets captured in \(x(t)\) all erroneous packets in the past \(n\) time slots are successfully transmitted in \(d\) time slots.
- \(\Theta(p,h)\) are matrices of order \(N_1 \times N_1\) in which element \((\Theta(p,h))_{(j,j')} = 0, 0 \leq j, j' \leq N, 0 \leq k, k' \leq K\) is the probability of system transition \((p,j,k) \rightarrow (p - h, j', k')\) in one time slot. The derivations of \(\Theta(p,h)\) are given in Appendix III.

We have the following recursive relation:

\[
\Omega_{(p,d)} = \sum_{h=-L}^{L} \Theta_{(p,h)} \Omega_{(p-h, d-1)}
\tag{12}
\]

where

\[
\Omega_{(0,0)} = \begin{bmatrix}
I_{K+1} & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0
\end{bmatrix}
\]

In (12), \(\Omega_{(p,d)}\) captures the system evolution from time slot \(d\) to time slot \(d - 1\) counting back from the last time slot. Also \(\Omega_{(0,0)}\) simply captures the ending point where all HOL packets (if any), erroneous packets in a window of \(n\) slots and the target packet have successfully left the queue. Note that, due to the special structure of \(\Omega_{(0,0)}\), only transitions for which all remaining packets successfully leave the system in the last time slot are allowed to occur. This is a bit different from the corresponding transitions captured in (6) for the GBN-ARQ protocol.

To calculate the delay statistics, we need to obtain the steady-state vector seen by an arriving packet to the queue. Let \(w_i\) be a vector of dimension \(N_1\) which represents the system state probability at the end of the arrival slot where an arriving packet sees \(i\) HOL packets in the queue. Then, we have

\[
w_i = \sum_{h=-L}^{L} z_{i+h} \Theta_{(i+h,h)}
\tag{13}
\]

where \(z_{i+h} = 0\), and \(\Theta_{(i+h,h)} = 0\) if \(i + h < 0\).

The interpretations of (12) and (13) are similar to those of (6) and (7). The probability that the delay is \(D\) time slots (not including the arrival slot) can, therefore, be written as follows:

\[
P_d(D) = \sum_{h=0}^{D L - 1} w_{h} \Omega_{(h+1,D)} e_{N_1}
\tag{14}
\]
TABLE I
FSMC PARAMETERS ($m = 1$, $f_d = 20$ Hz. Average SNR $= 10$ dB, $P_0 = 0.1$)

<table>
<thead>
<tr>
<th>State</th>
<th>$X_{k+1}$ (dB)</th>
<th>$T_{k}$</th>
<th>$T_{k+1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>7.1517</td>
<td>0.0000</td>
<td>0.0949</td>
</tr>
<tr>
<td>1</td>
<td>9.3712</td>
<td>0.0956</td>
<td>0.0823</td>
</tr>
<tr>
<td>2</td>
<td>15.2475</td>
<td>0.0552</td>
<td>0.0096</td>
</tr>
<tr>
<td>3</td>
<td>17.5232</td>
<td>0.1015</td>
<td>0.0012</td>
</tr>
<tr>
<td>4</td>
<td>21.8868</td>
<td>0.1196</td>
<td>0.0000</td>
</tr>
<tr>
<td>5</td>
<td>$\infty$</td>
<td>0.1970</td>
<td>0.8030</td>
</tr>
</tbody>
</table>

Fig. 5. Complementary cumulative delay distributions (for arrival rate $\lambda = 0.2$, feedback delay $n = 2$, average SNR $= 10$ dB, $P_0 = 0.3$, $m = 1$, 1.4, and Doppler shift $f_d = 20$, 40 Hz).

where $e_{N_1}$ is a column vector of all ones with dimension $N_1$. The summation above contains $DL$ terms, since at most $L$ packets can be successfully transmitted in one time slot.

V. MODEL VALIDATION AND NUMERICAL RESULTS

We use the PER fitting values of $a_k$ and $g_k$ in Table I of [15] to obtain the SNR thresholds of the FSMC model such that $\overline{PER}_k = P_0$ for all the transmission modes, where $P_0$ is a certain target packet error rate. A wireless system using adaptive modulation is considered where $h_k = k$ (i.e., the transmitter transmits $k$ packets/slot in channel state $k$). To save simulation time in validating the analytical model, we consider three transmission modes (i.e., $K = 3$) in Fig. 5, while for the other results we assume five transmission modes (i.e., $K = 5$). We assume that the time slot interval $T_s = 1$ ms. The SNR thresholds and transition probabilities for the FSMC model are summarized in Table I. The complementary delay distributions (i.e., $Pr(d > d) = 1 - \sum_{k=1}^{d} P_d(k)$) obtained from both the simulation and the analytical model for both GBN-ARQ and SR-ARQ are shown in Fig. 5.

The simulations are done by using a discrete-event simulator. For the given channel and system parameters, we calculate the channel transition probability matrix $T$. In each time slot, the channel state is randomly generated according to the transition matrix $T$, which determines the maximum number of packets that can be transmitted. For a given transmission error probability $P_0$, the number of packets reaching the receiver is determined by the corresponding probability and the ARQ protocol rule without introducing any approximation. As can be seen, the analytical results follow the simulation results very closely. We emphasize that the delay statistics for GBN-ARQ and SR-ARQ obtained here is for a very general system model which takes the dynamic radio link adaptation into account, and therefore, is more generally applicable compared to those obtained for a two-state Markov channel.

We observe that the higher the value of the Nakagami parameter $m$ and/or the Doppler shift $f_d$, the smaller the delay. The analytical model thus enables us to analyze the impact of channel parameters on the delay performance. In fact, most data applications have certain delay limits such that packets arriving after the delay limit would be useless.

An important issue in designing dynamic link adaptation mechanisms is the selection of the mode switching SNR thresholds for the different transmission modes (i.e., the SNR thresholds $X_k$, $k = 1, 2, \ldots, K$, presented in Section II-B). Specifically, we have obtained the SNR thresholds such that the average packet error rate for all modes is equal to some target packet error rate $P_0$ (i.e., $\overline{PER}_k = P_0$). Different values of $P_0$ result in different sets of SNR thresholds for the AMC at the physical layer. Variations in the complementary cumulative delay distributions for GBN-ARQ with different values of $P_0$ are illustrated in Fig. 6. The lowest delay is obtained for $P_0 = 0.1$ in this case. Basically, for higher values of $P_0$, the average transmission rate increases but the wireless link becomes less reliable. In other words, we are more likely to use high transmission modes by choosing large $P_0$. However, the high probability of transmission errors may require many retransmissions, which may increase the link level delay. Thus, there exists a value of $P_0$ for which the link level delay is minimized. Similar trends can also be observed for SR-ARQ under different channel and system parameters. We have observed that the best delay distribution can be obtained when $P_0$ is in the range of 0.1-0.2, and is quite insensitive to the other system and traffic parameters (e.g., $m$, $f_d$ and $\lambda$).

For dynamic link adaptation, the SNR thresholds for the different transmission modes are usually chosen based on the achieved physical layer throughput taking the packet error rate for each transmission mode into account [1]. In particular, the
the average packet error rate is equal to a certain target PER and our SNR threshold calculation, which is done such that traditional SNR threshold calculation (as shown in Fig. 7) the intersection of these throughput curves as shown in this figure. the different transmission modes are, therefore, determined by For throughput-based link adaptation, the SNR thresholds for the highest throughput will be chosen for each SNR value. SNR threshold design, the transmission mode which achieves using adaptive modulation without coding. For this traditional throughput with received SNR for five transmission modes k

Pr (delay > d)

GBN-ARQ cross-layer SR-ARQ cross-layer GBN-ARQ optimal throughput SR-ARQ optimal throughput

Fig. 8. Complementary cumulative delay distribution under GBN-ARQ and SR-ARQ for two mode switching threshold designs (for arrival rate \( \lambda = 0.2 \), feedback delay \( n = 3 \), average SNR = 10 dB, \( P_0 = 0.1 \), \( m = 1 \), and Doppler shift \( f_d = 20 \) Hz).

transmitter transmits \( h_k \) packets in one time slot when the channel is in state \( k \). Then the throughput (in packets/slot) is \( h_k (1 - \text{PER}_k(X)) \) when the received SNR is \( X \) and the transmission mode is \( k \). In Fig. 7, we plot the variations in throughput with received SNR for five transmission modes using adaptive modulation without coding. For this traditional SNR threshold design, the transmission mode which achieves the highest throughput will be chosen for each SNR value. For throughput-based link adaptation, the SNR thresholds for the different transmission modes are, therefore, determined by the intersection of these throughput curves as shown in this figure.

We now compare the delay performance obtained by the traditional SNR threshold calculation (as shown in Fig. 7) and our SNR threshold calculation, which is done such that the average packet error rate is equal to a certain target PER \( P_0 \) for all transmission modes. We denote the results obtained from the traditional SNR threshold calculation by “optimal throughput” and denote the results obtained from our SNR threshold calculation by “cross-layer” in Fig. 8 for both GBN-ARQ and SR-ARQ. Evidently, the delay obtained from “cross-

layer” calculation is significantly lower than that obtained from “optimal throughput” calculation for both the ARQ protocols. This gain in delay performance is achieved simply by choosing the proper SNR thresholds without increasing the system complexity.

Typical variations in the complementary cumulative delay distributions for both GBN-ARQ and SR-ARQ are shown in Fig. 9 for different values of the feedback delay \( n \). With the mode switching thresholds chosen such that the average packet error rate is equal to 0.1 for all transmission modes, the delay of GBN-ARQ is significantly larger than that of SR-ARQ only when \( n \) is large enough (e.g., \( n \geq 10 \)), which justifies the use of SNR switching thresholds for the AMC, the average PER may be larger than 0.1 and the delay gap between these two protocols may be larger. However, such design is not optimal from the delay point of view as is evident in Fig. 6. Also, the delay-optimal design of the system is important because delay is the ultimate QoS perceived by some of the data applications.

For a particular wireless system, we can quantify the feedback delay, which is the sum of the propagation delay and the processing delay. Therefore, the performance gap between GBN-ARQ and SR-ARQ can be determined exactly under certain system and channel parameter settings. This would enable us to decide which ARQ protocol to implement at the link layer considering the tradeoff between delay performance and system complexity. Also, the obtained delay statistics can be used to perform packet level admission control under statistical delay constraints. For example, for a given maximum delay \( D_{\text{max}} \) and delay outage probability \( P_t \), via a simple search, we can find the maximum arrival probability \( \lambda_{\text{max}} \) such that the condition \( \Pr \{ \text{delay} > D_{\text{max}} \} < P_t \) is satisfied.

VI. Conclusion

For a multi-rate wireless network, queueing models for GBN-ARQ and SR-ARQ have been developed under non-instantaneous feedback. The presented models remove the drawback of some of the existing works on analysis of
ARQ protocols which do not capture the multi-rate feature at the physical layer. The radio link layer delay statistics thus obtained for a very general system setup enable radio link protocol design under statistical delay constraints. Also, it is useful in designing dynamic radio link adaptation thresholds based on delay performance (in contrast to the traditional methods based on throughput performance). The obtained delay statistics would be very useful to quantify the tradeoff between delay performance and implementation complexity between these two ARQ protocols.

**APPENDIX I**

**DERIVATIONS OF MATRIX BLOCKS IN (4)**

We derive the matrix blocks for the transition matrix in (4) in this Appendix. The number of packets transmitted in time slot $t$ is the minimum of the number of packets available in the queue and the transmission capability (i.e., equal to $\min \{x(t), \lambda c(t)\}$). Let $a(t)$ be the number of arriving packets during slot $t$, and $d(t)$ be the number of packets which will not be retransmitted due to transmissions in slot $t$ (in fact, $d(t) \leq \min \{x(t), \lambda c(t)\}$), we have $x(t+1) = x(t) + a(t) - d(t)$.

To derive the matrix blocks $D_{ij}$ and $D_t$ in (4), we consider the following cases which may occur in each time slot. First, the slot is not useful (i.e., $s(t) \neq 0$), and therefore, no packet can depart. We need to keep track of the channel state evolution only for this case. Second, the slot is useful (i.e., $s(t) = 0$) and all transmitted packets are received correctly. In this case, the number of packets in the queue changes according to the number of successfully transmitted packets and the number of arrivals arriving in that slot. Also, the next time slot will be a useful one (i.e., $s(t+1) = 0$). Third, the slot is useful (i.e., $s(t) = 0$) and there exists at least one packet among those transmitted in error. The number of packets in the queue at the end of the slot depends on the error pattern and the number of arriving packets in that slot. However, the next time slot will not be useful (in fact, $s(t+1) = n - 1$).

Now let us define the following matrices:

- $\mathbf{T}_k$ ($k = 0, 1, \ldots, K$) are constructed by keeping only the $(k+1)$-st row of the channel transition probability matrix $\mathbf{T}$ and setting all other rows to 0. These matrices capture the case the channel is in state $k$ at the beginning of a particular time slot.
- $\Psi_{i,j}^{(0)}$ are matrices of order $(K+1) \times (K+1)$ in which element $\Psi_{i,j}^{(0)}(k,k')$ is the probability that all $i$ transmitted packets are received correctly given that there were $j$ packets in the queue before transmission (i.e., $i = \min \{x(t), \lambda c(t)\}$), the channel changes from state $k$ to state $k'$ in the transmission slot.
- $\Psi_{i,j}^{(1)}$ are matrices of order $(K+1) \times (K+1)$ whose element $\Psi_{i,j}^{(1)}(k,k')$ is the probability that $i$ transmitted packets are received correctly given that there were $j$ packets in the queue before transmission, there are at least one erroneous packet (i.e., $i < \min \{x(t), \lambda c(t)\}$), the channel changes from state $k$ to state $k'$ in the transmission slot.
- $\Psi_{i,j}^{(k)}$ ($k = 1, 2, 3$) are matrices of order $n(K+1) \times n(K+1)$ representing the aforementioned three cases respectively, whose element $\Psi_{i,j}^{(k)}(l,l') (h,h')$ ($0 \leq l, l' \leq n - 1$, $0 \leq h, h' \leq K$) represents the probability of system transition $(j, l, h) \rightarrow (j - i, l', h')$ (i.e., $i$ packets are successfully transmitted given there were $j$ in the queue before transmissions).

From foregoing definitions, $\Psi_{i,j}^{(k)}$ can be written as follows:

**\( C_{i,j}^{(1)} = \begin{bmatrix} 0 & 0 & \ldots & 0 & 0 \\ T & 0 & \ldots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \ldots & 0 & T \end{bmatrix} \)** (15)

**\( C_{0,j}^{(1)} = \begin{bmatrix} 0 & 0 & \ldots & 0 & 0 \\ 0 & T & \ldots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \ldots & 0 & T \end{bmatrix} \)** (16)

**\( C_{i,j}^{(2)} = \begin{bmatrix} \Psi_{i,j}^{(0)} & 0 & \ldots & 0 & 0 \\ 0 & 0 & \ldots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \ldots & 0 & 0 \end{bmatrix} \)** (17)

**\( C_{i,j}^{(3)} = \begin{bmatrix} 0 & 0 & \ldots & 0 & \Psi_{i,j}^{(1)} \\ 0 & 0 & \ldots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \ldots & 0 & 0 \end{bmatrix} \)** (18)

Equation (16) simply captures the channel state transitions where $s(t) \neq 0$. Note that, $s(t)$ decreases by one in each time slot which explains the structure of $C_{i,j}^{(1)}$ (i.e., $T$ is in positions $(s,s-1)$). For $s(t) \neq 0$, no packet can depart; therefore, we have $C_{i,j}^{(1)} = 0$ for $i \neq 0$. In (17), $C_{i,j}^{(2)}$ contain the probabilities of transition between two useful slots (i.e., $s(t) = s(t+1) = 0$), and $C_{i,j}^{(3)}$ contain the probabilities of transition from a useful time slot to a useless one (i.e., $s(t) = 0$ and $s(t+1) = n - 1$), where at least one transmission error must have occurred. This explains the position of $\Psi_{i,j}^{(0)}$ and $\Psi_{i,j}^{(1)}$ in the matrices $C_{i,j}^{(2)}$ and $C_{i,j}^{(3)}$, respectively.

Before we derive the matrix blocks in (4), let $C_{i,j} = \sum_{k=1}^{K} C_{i,j}^{(k)}$, which contains the probabilities that $i$ packets are successfully transmitted given that there were $j$ packets in the queue before transmission without distinguishing the aforementioned three cases. As discussed above, if $d(t)$ is the number of packets which will not be retransmitted due to transmissions in slot $t$, we have $x(t+1) = x(t) + a(t) - d(t)$. It can be easily seen that $D_{i,t}$ and $D_t$ contains the probabilities of system state transition where $x(t+1) = x(t) + 1 - l$. Thus, we have $a(t) - d(t) = 1 - l$. As a result, $d(t) = l - 1$ if $a(t) = 0$ (i.e., no arrival) and $d(t) = l$ if $a(t) = 1$ (i.e., one arrival). Therefore, $D_{i,t}$ can be calculated as follows:

**\( D_{i,t} = (1 - \lambda)C_{i-1,i} + \lambda C_l,i \)** (19)

Similarly, $D_t$ can be calculated as

**\( D_t = (1 - \lambda)C_{i-1,L} + \lambda C_{L,t} \)** (20)

It can be easily observed that $C_{i,j} = C_{i,L}$ for $j \geq L$.

The remaining task is to determine $\Psi_{i,j}^{(0)}$ and $\Psi_{i,j}^{(1)}$, which is pursued now. Let $\theta_k = \frac{P_{\text{ERR}}}{\lambda}$ be the probability of transmission error when the channel is in state $k$. Let us

---

*Note: The text above is a natural reading representation of the document content.*
assume that the transmission outcomes of different packets are independent and let us define

\[ p_i^{(k)} = (1 - \theta_k)^i. \]  

(21)

Then, for \( i, j > 0 \), \( \Psi_{i,j}^{(0)} \) can be calculated as

\[ \Psi_{i,j}^{(0)} = \begin{cases} p_i^{(k)} T_k, & i < j, i = h_k \\ 0, & i < j, i \neq h_k \\ \sum_{h=k}^{j} p_i^{(h)} T_h, & i = j, k = \min \{c(t): h_k \geq j\} \end{cases} \]

(22)

For \( i = 0 \), \( \Psi_{i,j}^{(0)} \) can be calculated as

\[ \Psi_{0,j}^{(0)} = T_j, \quad \Psi_{0,0}^{(0)} = T_0, \quad j > 0. \]

(23)

Also, \( \Psi_{i,j}^{(1)} \) can be calculated as

\[ \Psi_{i,j}^{(1)} = \sum_{m=k}^{K} p_{i}^{(m)} \theta_{m} T_{m} \]

(24)

where \( k = \min \{c(t): h_k > i\} \).

Equations (22)-(24) can be interpreted as follows. In (22), we must have \( i = \min \{j, h_{c(t)}\} \); therefore, \( h_{c(t)} = i \) if \( j > i \) or \( h_{c(t)} \geq i \) if \( i = j \). For \( \Psi_{0,j}^{(0)} \), there is no transmission since there is no packet in the queue at the beginning of the slot. Therefore, the channel can be in any state without introducing any transmission error. For \( \Psi_{0,j}^{(1)} \), there are \( j > 0 \) packets in the queue in this case, and no transmission error occurs only if the channel is in state 0 (since no transmission is allowed in this channel state). The interpretation for (24) is similar but at least one packet among those transmitted must be in error (i.e., \( i < \min \{j, h_{c(t)}\} \)). Note that in this case the first \( i \) packets are received correctly and the \( (i+1) \)-st packet must be in error.

**APPENDIX II**  
**DERIVATIONS OF MATRIX BLOCKS IN (9)**

Due to the structure of the system state, we can write \( \mathbf{A}_l \) and \( \mathbf{A}_{l,l} \) as

\[
\begin{align*}
\mathbf{A}_l &= \begin{bmatrix}
\mathbf{A}_l(0,0) & \mathbf{A}_l(0,1) & \cdots & \mathbf{A}_l(0,N) \\
\mathbf{A}_l(1,0) & \mathbf{A}_l(1,1) & \cdots & \mathbf{A}_l(1,N) \\
& \cdots & \cdots & \cdots \\
\mathbf{A}_l(N,0) & \mathbf{A}_l(N,1) & \cdots & \mathbf{A}_l(N,N)
\end{bmatrix} \\
\mathbf{A}_{l,l} &= \begin{bmatrix}
\mathbf{A}_{l,l}(0,0) & \mathbf{A}_{l,l}(0,1) & \cdots & \mathbf{A}_{l,l}(0,N) \\
\mathbf{A}_{l,l}(1,0) & \mathbf{A}_{l,l}(1,1) & \cdots & \mathbf{A}_{l,l}(1,N) \\
& \cdots & \cdots & \cdots \\
\mathbf{A}_{l,l}(N,0) & \mathbf{A}_{l,l}(N,1) & \cdots & \mathbf{A}_{l,l}(N,N)
\end{bmatrix}
\end{align*}
\]

(25)

(26)

where we have defined \( N = (L + 1)^m - 1 \), sub-matrices \( \mathbf{A}_{l,i}(j,j') \) contains the probabilities of system transitions \((i,j,*) \rightarrow (i + K + 1 - l,j',*)\), and \( \mathbf{A}_{l,i}(j,j') \) contains the probabilities of the same system transitions for \( i \geq L \).

If \( \theta_k = P_{\text{in}} k^k \) is the probability of packet transmission error when the channel is in state \( k \), the probability that \( i \) packets are received in error given that \( j \) packets were transmitted when the channel is in state \( k \) can be written as follows:

\[ q_{i,j}^{(k)} = \binom{j}{i} \theta_k^i (1 - \theta_k)^{j-i}. \]

(27)

Now we show how to calculate \( \mathbf{A}_l(j,j') \). It can be checked that \( \mathbf{A}_l \) contains the probabilities of system transitions where \( x(t + 1) - x(t) = L + 1 - l \). Thus we have \( x(t + 1) - x(t) = L + 1 - l = a(t) + b(t) - \min \{h_{c(t)}, x(t) + b(t)\} \). Therefore, \( h_{c(t)}(t + 1) - h_{c(t)}(t) \leq 1 \). Hence, \( h_{c(t)}(t + 1) - h_{c(t)}(t) \leq 1 \). For given \( i, j, j' \), we can find \( c(t) = c_1 \) for \( a(t) = 0 \) (no arrival) and \( c(t) = c_2 \) for \( a(t) = 1 \) (one arrival) from this relation if they exist. Hence, we have

\[
\mathbf{A}_l(j,j') = (1 - \lambda) q_{\beta,c_1}^{(c_1)} T_{c_1} + \lambda q_{\beta,c_2}^{(c_2)} T_{c_2}
\]

(28)

where \( T_k \) was defined in Appendix I; \( b_n(t) \) and \( \beta \) can be found from the mapping \( (b(t) \rightarrow b(t + 1) \equiv \{y(t) = j\} \rightarrow \{y(t + 1) = j'\} \) with \( b(t) = [b_1(t), b_2(t), \cdots, b_T(t)] \) and \( b(t + 1) = [\beta b_1(t), b_2(t), \cdots, b_{n-1}(t)] \).

Similarly, to calculate \( \mathbf{A}_{l,i}(j,j') \) we find \( c(t) \) from the relation \( x(t + 1) - x(t) = L + 1 - l = a(t) + b_n(t) - \min \{h_{c(t)}, x(t) + b(t)\} \). Hence, \( a(t) + b_n(t) - \min \{h_{c(t)}, x(t) + b(t)\} \). In this case, we may find more than one \( c(t) \) from this relation for the case \( a(t) = 0 \) (no arrival) and \( a(t) = 1 \) (one arrival), which are denoted as \( c_3 \) and \( c_4 \) in the following sums for these two cases, respectively. Hence, we have

\[
\mathbf{A}_{l,i}(j,j') = (1 - \lambda) \sum_{c_3} q_{\beta,d_1}^{(c_3)} T_{c_3} + \lambda \sum_{c_4} q_{\beta,d_2}^{(c_4)} T_{c_4}
\]

(29)

where \( d_1 = \min \{h_{c_3}, i + b_n(t)\} \), \( d_2 = \min \{h_{c_4}, i + b_n(t)\} \). Again, \( b_n(t) \) and \( \beta \) can be found from the mapping \( b(t) \rightarrow b(t + 1) \equiv \{y(t) = j\} \rightarrow \{y(t + 1) = j'\} \).

**APPENDIX III**  
**DERIVATIONS OF \( \Theta_{(p,h)} \)**

We can rewrite \( \Theta_{(p,h)} \) as follows:

\[
\begin{bmatrix}
\Theta_{(p,h)}(0,0) & \Theta_{(p,h)}(0,1) & \cdots & \Theta_{(p,h)}(0,N) \\
\Theta_{(p,h)}(1,0) & \Theta_{(p,h)}(1,1) & \cdots & \Theta_{(p,h)}(1,N) \\
& \cdots & \cdots & \cdots \\
\Theta_{(p,h)}(N,0) & \Theta_{(p,h)}(N,1) & \cdots & \Theta_{(p,h)}(N,N)
\end{bmatrix}
\]

(30)

where \( \Theta_{(p,h)}(j,j') \) contains the probabilities of system transitions \((p,j,*) \rightarrow (p - h,j',*)\).

For transitions whose probabilities are captured in \( \Theta_{(p,h)} \), we have \( x(t + 1) - x(t) = -h - b_n(t) - \min \{b_{c(t)}, x(t) + b(t)\} \). Note that, packets arriving at the queue after the target arriving packet do not affect the delay experienced by the target packet; therefore, we let \( a(t) = 0 \) in this relation. We may find more than one \( c(t) \) from this relation which are denoted by \( c_5 \) in the following sum. Hence, we have

\[
\Theta_{(p,h)}(j,j') = \sum_{c_5} q_{\beta,d_3}^{(c_5)} T_{c_5}
\]

(31)

where \( d_5 = \min \{h_{c_5}, p + b_n(t)\} \), \( b_n(t) \) and \( \beta \) can be calculated from the mapping \( b(t) \rightarrow b(t + 1) \equiv \{y(t) = j\} \rightarrow \{y(t + 1) = j'\} \).
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