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Abstract—The original design of the Internet did not take network security aspects into consideration, instead it aimed to facilitate the process of information exchange between end-hosts. Consequently, many protocols that are part of the Internet infrastructure expose a set of vulnerabilities that can be exploited by attackers. To reduce these vulnerabilities, several security approaches were introduced as a form of add-ons to the existing Internet architecture. However, these approaches have their drawbacks (e.g., lack of centralized control, and automation). In this paper, to address these drawbacks, the features provided by Software Defined Networking (SDN) such as network-visibility, centralized management and control are considered for developing security applications. Although the SDN architecture provides features that can aid in the process of network security, it has some deficiencies when it comes to using SDN for security. To address these deficiencies, several architectural requirements are derived to adapt the SDN architecture for security use cases. For this purpose, OrchSec, an Orchestrator-based architecture that utilizes Network Monitoring and SDN Control functions to develop security applications is proposed. The functionality of the proposed architecture is demonstrated, tested, and validated using a security application.

I. INTRODUCTION

The Internet was not designed with security in mind, it was rather designed to provide connectivity between end-hosts, and to facilitate the process of information sharing. For providing services to end-hosts, the Internet follows a client-server model. In this model, the server is responsible for answering service-requests sent by one or more clients. This design model was later utilized for executing threats such as Denial of Service (DoS) and Distributed Denial of Service (DDoS) which aim to disrupt the functionality of the serving-entity.

DoS and DDoS are attacks intended to prevent legitimate users from accessing network resources. The main difference between a DoS and DDoS is that in the former, the attack originates from one source, alternatively, the latter requires multiple attack sources (One-to-One Vs. Many-to-One). DoS/DDoS attacks can be executed in different forms. For example, Domain Name System (DNS) Amplification is a form of a DDoS attack through which the DNS components themselves are exploited in an attempt to magnify the flooding attack consequence. This can be done by making use of the fact that small DNS queries can generate large responses [1].

For mitigating against Internet attacks such as DNS Amplification, several security approaches were introduced as a form of add-ons to the existing Internet architecture. However, these approaches have their drawbacks. To understand these drawbacks, security approaches against DNS Amplification are considered as a showcase. Traditional security approaches against DNS amplification rely on attack prevention mechanisms (e.g., policies for not leaving DNS resolvers open and publicly accessible) rather than reactive detection and mitigation. The reason for this limitation is that there are no mechanisms to obtain the state of the network (i.e., lack of network-visibility). Additionally, there are no automated mechanisms for steering malicious traffic away from the network once an attack is detected [2].

SDN provides features that can be used to address these problems. SDN decouples the control-plane from the data-plane of network devices, and migrates the network intelligence (e.g., network applications such as routing, QoS, etc) as well as the state of the underlying network to a centralized controller. Moreover, SDN provides an abstraction layer that allows the controller to communicate with the underlying network (e.g., using OpenFlow [3]). Through this abstraction layer, the controller commands the network to steer / drop traffic in an automated manner. Additionally, applications can be developed on-top of the controller, which reduces the time needed for testing and deployment (i.e., extensible architecture).

Few research was done regarding the use of SDN to improve or enable security in traditional networks. For example, in [4][5][6] the authors develop security applications within SDN controllers for mitigating against attacks such as Scanning and DoS. Furthermore, in [7][8] the authors develop frameworks for writing security applications. However, the following problems can be noticed in these works:

- Relying only on SDN capabilities without making use of other security-assisting technologies (e.g., Network Monitoring) which could reduce the overhead on SDN controllers.
- The security applications are tightly coupled to the SDN controller (i.e., needs to be re-implemented if another controller was used). Therefore, they lack...
flexibility.

- Using only a single SDN controller which increases chance of network downtime because the controller will act as a single point-of-failure.

Therefore, before starting to develop security applications on-top of SDN, the SDN architecture needs to be extended to address architectural limitations. In Section II, to address the drawbacks of SDN, several architectural requirements are derived. To fulfill these requirements, four design iterations towards extending the existing SDN architecture are attempted. Each design iteration has some pros and cons. Ultimately, an architecture was proposed to fulfill the requirements and to address the drawbacks described in the SDN architecture.

Furthermore, in Section III, to address the problems of DNS Amplification security approaches, a security application was developed on-top of the proposed architecture. Moreover, in Section IV, an experiment is conducted to test and validate the behavior of the prototype security application.

Finally, in Section V, the paper is concluded and further future modifications, extensions and enhancements to the proposed architecture are explained.

II. ARCHITECTURAL DESIGN

In this section, an architecture for developing security applications using SDN and network monitoring is proposed.

A. Architectural Requirements

To develop an architecture capable of addressing the SDN architecture problems mentioned in Section I, several architectural requirements are derived in this section.

1) Requirements For A Reliable SDN Architecture: In [9], the authors reveal vulnerabilities in the SDN architecture. Based on these vulnerabilities, the authors derived requirements for a reliable and dependable SDN architecture. Some of these requirements are:

- Replication of Controllers: Having multiple instances of the controller can increase reliability and fault tolerance. This can be achieved by failing-over (i.e., migrating functionalities) to different controller instances when a problem occurs.

- Using Diverse Controllers: To improve the robustness of the architecture, replication with diverse controllers is encouraged. The main advantage here is to avoid common-mode faults (i.e., faults caused by the same component). For example, if a controller instance has a bug or a vulnerability, then running an instance of another SDN controller can help preventing system failures due to the bugs introduced by the first controller instance.

2) Requirements For Decoupling Control And Monitoring Functions: SDN decouples the control-plane from the data-plane. However, it does not decouple the control functionalities from the monitoring functionalities. For example, an OpenFlow would be responsible for communicating control messages to the switches and monitoring traffic on the network at the same time. This would increase the overhead on the controller, and thus reduce the performance. To solve this problem, it is required to decouple the control and the monitoring functionalities, to reduce the overhead on the SDN controller. For example, by making use of sampling-based network monitoring technologies to signal a first step of an attack, it becomes un-necessary to forward traffic all the time to the controllers. Traffic should be forwarded only when there is an indication of an attack signaled by the network monitor.

3) Requirements For a Flexible SDN Architecture: A flexible SDN architecture should have loosely-coupled components that do not rely on each other's functionality. For example, when developing an application, the application should be able to function regardless of the type of the underlying SDN controller being used. In the context of SDN, these type of applications are called Northbound applications. Consequently, another requirement for the proposed architecture is to develop applications on a Northbound API to ensure flexibility.

4) Requirements For High Resolution Attack Detection: The capability of a security application is dependent on the amount of information given to it as an input. For example, OpenFlow provides flow-level information (e.g., Packets per flow), however, it does not provide packet level information (e.g., Packet Length). A high-resolution attack detection approach provides as much information about network traffic as possible. Therefore, to increase the detection capability of a security application, the SDN architecture should provide means for accessing packet-level information to increase the resolution of attack detection.

B. Proposed Architecture

Based on the requirements stated in the previous section, several design iterations towards addressing these requirements have been attempted. These iterations are described in the next sections.

1) First Iteration: Sampling Based Security: The architecture for the first design iteration is shown in Figure 1. As shown in the left side of the figure, the architecture consists of the following main components:

- Virtual / Physical Switches: Devices that communicate using a southbound protocol (e.g., OpenFlow [3]) with the SDN controller.

- Network Monitor: A component that can inspect network traffic, apply traffic filters and trigger events in case a certain pattern of traffic occurred.

- Controller(s): Components that can communicate with the switches using a southbound protocol such as OpenFlow. In the proposed architecture, it is recommended to use more than one controller for diversity and replication.

Mechanism: On the right side of Figure 1, the interaction between the components is shown by arrows. Basically, detection applications are developed on top of the network monitor. Using a REST API [10], applications can periodically query for traffic seen by the network monitor (1). Once applications detect a suspicious activity, an action is immediately taken (e.g., using OpenFlow to install dropping rules on the switch) to separate the source of this activity from the rest of the
network (2) (3). In this architecture, applications are developed on-top of the network monitor.

**Pros:** Applications in this approach are developed on the northbound (i.e., loosely-coupled from the controllers) and multiple controllers are used to ensure diversity and replication.

**Cons:** The main problem in this approach is that the technology used in the network monitor for attack detection relies on *packet sampling* [11]. Sampling can be a reasonable alternative for detecting events such as elephant flows (i.e., a flow with a large number of packets) or for detecting attack patterns without having access to all the packets sent. However, when it comes to detecting attacks that require inspecting all the packets of a certain type, sampling will not be sufficient due to the following limitations [12]:

- **Flow-Shortening:** Only a small fraction of the flow packets are observed.
- **Flow-Reduction:** Not all the flows are observed.

According to [12], the flow-shortening reduction problem can be minimized by increasing the sampling rate. However, there will be a sampling bias which will result in false-positives and mis-leading alarms.

2) **Second Iteration: High Resolution Sampling:** According to [13], the sampling resolution can be improved by grouping traffic with similar characteristics (e.g., same protocol type) together and then sampling the traffic of individual groups. Therefore, in an attempt to improve the sampling resolution, and to reduce the number of false-positives resulted from the flow-shortening problem described in the previous iteration, the second iteration architecture was designed. As can be seen in Figure 2, the architecture is not very different from the previous iteration except for an additional component, which is the filter device.

- **Filter Device:** A component that collects traffic of some type (e.g., UDP traffic) and sample the traffic back to the network monitor.

**Mechanism:** In the first design iteration, traffic was sampled from a pool of packets having different types, which led to decreased sampling resolution and diminished the capability of detecting attacks. In this iteration, OpenFlow is used to filter the desired traffic from network switches (i.e., filtering traffic into similar groups) and forwards it to the filter devices (1). The filter devices sample the filtered traffic (e.g., ARP traffic) and sends it to the network monitor (2). Finally, the network monitor runs the corresponding security application, and uses the Northbound API of the SDN controller(s) to separate the source of the malicious traffic from the rest of the network when suspicious behavior is detected (3) (4).

**Pros:** The budget of sampling (i.e., the amount of traffic available for sampling) for the desired traffic is much higher, this is because undesired traffic is filtered before the sampling process, unlike the first iteration where sampling was done without filtering of desired traffic.

**Cons:** Although this design increased the sampling efficiency compared to the previous design, the problem of Flow-shortening was not completely solved. This is a trade off from using sampling (to decrease the overhead, traffic has to be reduced).

This architecture can complement other architectures whenever sampling is required.

3) **Third Iteration: Delegating Attack Detection:** The second design iteration can help minimizing the problem of flow-shortening, yet it does not prevent it because of the limitation posed by sampling in general. Depending on the type of attack to be detected, it should be decided whether sampling is the right alternative or not. In some cases, attack detection requires having a copy of all the packet on the network, in this case, sampling will not be the right alternative. To solve this problem, whenever a high-resolution attack (i.e., an attack that requires access to all packets) needs to be detected, the logic for detecting this attack is delegated to the OpenFlow controller instead of the network monitor.

**Mechanism:** As shown in Figure 3, a typical scenario would be as follows; The first step is to configure which attacks should be detected. Consequently, the type of attacks configured are checked for feasibility (i.e., deduce whether the attack is a high or a low resolution attack) by the network
monitor. Whenever an attack is marked as infeasible, that steps marked with the red markers on the right side of the figure are followed. Alternatively, the steps marked with yellow markers are executed. In case an attack is marked as infeasible, the network monitor contacts the controller to for delegating the attack detection tasks (1). The controller turns on the correct detection module accordingly, and starts to inspect high-resolution traffic (2). If an attack is detected by the controller detection module, an action is immediately taken by separating the source of the attack traffic from the rest of the network (3). Moreover, if the type of the attack can be handled by the network monitor, the same procedure described in the first iteration is followed.

**Pros:** High-resolution attack detection is delegated to the SDN controllers, therefore, sampling is not used in this particular case, and attack detection becomes more efficient than the previous two iteration.

**Cons:** High resolution detection applications are tightly coupled to the controllers. This reduces flexibility in application development, which is against the requirements listed in Section II-A.

4) **Final Iteration: OrchSec Architecture:** Although the third iteration prevented the limitation of sampling (i.e., flow-shortening) by delegating detection logic to SDN controllers, application development flexibility was reduced. Therefore, to keep the system flexible and increase the capability of the architecture to detect different types of attacks, an additional component is needed to orchestrate the use of network monitoring and SDN technologies according to the attack type being handled, this extra component is added to the proposed OrchSec architecture.

The design of the proposed architecture is shown in Figure 4. On the left side of the figure, the main components of the architecture are shown. On the right side, the figure shows the interaction between these components. Most of the components are similar to the components of the first three iterations. However, two components have been added:

- **Orchestrator:** The Orchestrator constitutes the most important component in the architecture where all of the security applications are developed. In the Orchestrator, applications for detecting attacks of different types can be switched on or off on-demand. Furthermore, the Orchestrator communicates with the network monitor for updates about important events and network status, from the knowledge obtained from the network monitor, the Orchestrator commands the controller to observe certain traffic patterns and redirect traffic belonging to these patterns back to the Orchestrator for further inspection (i.e., co-ordinating the functionalities of the network monitor and the SDN Controllers). Therefore, the Orchestrator is considered to be the brain of the whole architecture.

- **The Orchestrator Agent:** The Orchestrator Agent is an application installed on each SDN controller that enables the controller to communicate with the Orchestrator.

**Mechanism:** There are two types of attacks that can be handled by this architecture:

- **High-Resolution Attacks:** Attacks that can not be detected without having access to all the packets in the network. Detecting these attacks using sampling will not be sufficient, therefore, packets belonging to this traffic flow should be forwarded for a pre-defined time window to the Orchestrator for further inspection (e.g., ARP Cache Poisoning, ARP Spoofing).

- **Low-Resolution Attacks:** Attacks that does not necessarily require access to all the packets. To reduce the overhead, sampling can be used to detect large-flow events, and thereafter informing the Orchestrator to take further actions (e.g., DoS, DDoS, DNS Amplification attacks).

Figure 4 shows the architecture components interaction steps that are followed for detecting high-resolution attacks (red marked numbers) and low-resolution attacks (yellow marked numbers).

For detecting low-resolution attacks the following steps are performed: The network monitor first checks for events happening in the network (1), once a suspicious event is detected, the Orchestrator is immediately informed (2). Next, the Orchestrator asks the controller to match traffic of a specific pattern for a pre-defined time interval (to avoid overloading the controller with attack traffic and to keep the overhead minimal) (3), and then redirects traffic header-fields back to the Orchestrator (4). Accordingly, the detection logic (i.e., the security application) running on-top of the Orchestrator will detect if there is an attack. Finally, if an attack is detected, an action (e.g., dropping traffic) is immediately taken using the API provided by one of the controllers (5) (6).

For detecting high-resolution attacks, the following steps are followed: The Orchestrator commands the controller to redirect packet headers of traffic belonging to a certain type (e.g., ARP traffic) back to it (1). The Orchestrator then forwards the packet headers to the corresponding detection logic module for inspection (2). Once an attack is detected, the Orchestrator asks one of the controllers to block attacker traffic (3). Finally, the controller installs flow-rules that blocks attacker’s traffic on the switches using OpenFlow (4).

The Orchestrator is a multi-threaded server that receives update messages from the network monitor and the SDN controller(s). After processing these messages (i.e., looking
at the headers assigned to each packet), the Orchestrator decides whether more packets are needed and thus decides to establish a communication channel with one of the controllers to issue commands to the Orchestrator-agents. Additionally, the Orchestrator can run more than one security application at the same time. Consequently, when a packet is received, a number of copies equal to the number of enabled security applications is forwarded to each application for orthogonal attack inspection (i.e., each application looks for a different attack pattern).

Pros:

- Replication and diversity of controllers to ensure reliability and resilience.
- Using a network monitor for detecting the initial phases of low-resolution attacks using sampling, can reduce the overhead of forwarding large-flows to the SDN controllers even when it is not needed.
- Flow-shortening is not a problem for high-resolution attacks any more because traffic is forwarded to the Orchestrator.
- To allow for increased flexibility in application development, all the applications developed on-top of the Orchestrator are loosely-coupled northbound applications.

Cons: To keep the overhead minimal when handling high-resolution attacks, it is required to forward traffic types that constitutes a small portion of the overall traffic (e.g., ARP traffic). Forwarding other types of traffic without a time-limit to the Orchestrator can increase the overhead of attack detection. Another alternative is to fall-back to the second design iteration where traffic is sampled with high resolution, but again this would decrease the efficiency and introduce false positives.

C. Fulfilling Architectural Requirements

The proposed architecture fulfills the requirements derived in Section II-A as follows:

- The architecture makes use of multiple diverse (i.e., different controller types) controller instances, this would ensure reliability in case of controller failure.
- By using a network monitor, access to packet-level information would be enabled, and more information would be provided as an input to the detection logic.
- In the Orchestrator-based architecture, applications are not implemented inside the controllers. Instead, the applications are developed as Northbound applications which are not tightly coupled to the controller. This would ensure flexibility when developing applications.
- By using a network monitor, the control and the monitoring functionalities are decoupled. The controller(s) will only be responsible for issuing control messages (e.g., installing flow-rules on the switches) and the network monitor would be responsible for doing the monitoring functions (e.g., monitoring the performance of the network, etc.).

III. OrchSec Security

To show how security applications can be developed on-top of the proposed Orchestrator-based architecture, several security requirements are derived for mitigating against DNS Amplification attacks. Furthermore, an application is proposed and described to fulfill these requirements using OrchSec. More security applications (i.e., ARP security and DoS) that use the OrchSec can be found in [14].

A. Security Requirements

DNS amplification attacks are difficult to address. This is because the attacker usually hides behind other network devices such as open (publicly accessible) DNS resolvers or compromised hosts. Although the impact of DNS amplification might go unnoticed, the combined effect can cause serious damage to the target network [15].

Traditional security approaches against DNS amplification rely on attack prevention mechanisms (e.g., policies for not leaving DNS resolvers open and publicly accessible) [2]. However, hosting service providers have limited or no control on their physical and virtual servers. As a result, customers with low awareness of reflection attacks (e.g., DNS Amplification) leave their DNS resolvers open and publicly accessible. This facilitates the process of generating a DNS amplification attack [15].

To address the problem of defending against DNS Amplification, the following requirements are derived:

- Monitoring of multiple network devices at the same time for high-visibility.
- Access to DNS packet-level information (e.g., DNS Opcode, packet-length, etc.) to be able to differentiate malicious traffic from valid traffic.
- The ability to selectively drop or steer malicious traffic in an automated behavior.

B. DNS Amplification: Prototype Design

SDN Related Work: In [15], Phaal describes how a network monitoring technology such as sFlow [16] can be
used to monitor DNS traffic and how DNS attributes can be extracted from sFlow packets. Phaal also stated that combining the capabilities of sFlow and SDN can increase the efficacy of defending against DNS amplification attacks. However, using sFlow DNS attributes alone does not suffice for accurately detecting DNS Amplification because of the sampling limitation mentioned in Section II-B1. Alternatively, sFlow can be used to signal suspicious DNS traffic behavior (e.g., high number of DNS request), then, using OpenFlow, traffic can be steered for further inspection.

**Non-SDN Related**: Only a few research have been done towards handling DNS Amplification attacks. In [17], the authors built a low-cost hardware solution to defend against amplification attacks, the approach works well except that it is hardware-based, which makes it hard to update and extend. In [2], Kambourakis et al. propose a solution for the DNS amplification attack, which works by storing all the incoming DNS requests and replies. Whenever an un-matched reply is received, a danger counter is incremented until it reaches a danger-threshold. When the threshold is reached, an attack alert is generated and a DNS amplification attack is assumed to be happening. The problem with this approach is that it does not scale for large networks because it needs to store all the DNS traffic queries and responses.

The prototype application design encompasses the following main building blocks as shown in Figure 5:

- **Network Monitor Threshold Checker**: This component resides at the Network Monitor and it is responsible for monitoring DNS responses. When the number of DNS responses exceeds a pre-defined response-count threshold, the Orchestrator is immediately notified.

- **Reply-Ratio (RR) Calculation And Threshold Comparison**: The Orchestrator commands one of the SDN controllers to forward suspicious traffic to it. When the Orchestrator starts receiving DNS response packets, it forwards these packets to this module. In this module, the size of the DNS response packets is observed. Furthermore, the average DNS packet response size is calculated. If the average response size for all the received packets exceeds the value of the response-size threshold (i.e., the ratio (RR) between the average response size and response-size threshold), then the application transients to the first danger state.

- **Destination Address Entropy Calculation And Threshold Comparison**: If the RR Ratio was high, then this component calculates the destination IP address entropy. If the destination IP address value is low, then it is assumed that there is a DNS amplification attack, and an action is taken accordingly.

### C. DNS Amplification: Prototype Implementation

In the previous section, the incorporation of the prototype application in the proposed architecture was described. In this section, the DNS Amplification detection algorithm is explained.

The detection algorithm makes use of the *Entropy* concept. *Entropy* is a statistical method to quantify information (i.e.,
a method to measure observational variety contained in the data) [18]. Using Entropy, it can be identified whether the information received varies or not. The Entropy is used in the detection algorithm to calculate the following:

- **Destination IP Entropy**: Determines the variation of destination IP addresses in the network. For example, if only one IP is used (i.e. targeted IP), then the entropy value will be low, and high otherwise.

- **Source And Destination Transport layer Port Entropy**: Determines the variation of destination or source transport layer ports used. For example, if only HTTP (e.g., Port 80) is used then the entropy value will be low and high otherwise.

The DNS Amplification security application works by configuring the sFlow Orchestrator-Agent to monitor DNS responses. Once the amount of responses monitored by sFlow exceeds a maximum-responses count, the Orchestrator is informed. Respectively, the Orchestrator asks the Orchestrator-agent inside the controller to redirect traffic for a specific time-window back to it for further inspection. Once the Orchestrator starts to receive traffic from the controller’s Orchestrator-agent, it executes the following steps as shown in Figure 6:

- Packets are collected at the Orchestrator for a predefined time window, or until a timeout value expires.
- When the timeout value is reached, the average DNS response size is calculated for all the collected packets.
- If the average size calculated was greater than the average standard size of a DNS response packet, then the algorithm moves to the next step. Otherwise, it is assumed that there is no attack.
- If the destination IP entropy value is less than the entropy-threshold, then a DNS amplification attack is detected and further action is taken. Otherwise, no action is taken, as the threat level is not considered high enough.

Once a DNS Amplification attack is detected, attacker traffic is rate-limited using OpenFlow.

IV. EXPERIMENTAL EXAMINATION

To show the behavior of the DNS Amplification security application which is developed on-top of the proposed architecture, an experiment is conducted in this Section.

A. Testing Environment

The machine used for this experiment runs Ubuntu 12.04 LTS, with an Intel Core i7-3630QM, a 2.40GHz x 8 CPU, and 8GiB of RAM.

For generating network topologies, Mininet [19], a network emulator that uses process-based virtualization was installed on a VirtualBox [20] VM, the VM is connected to the Internet through Network Address Translation (NAT) (for software installation and updates), and a host-only adapter is configured on the VM to enable it to communicate with the host-system. Additionally, SSH was used to allow access to the VM for running different software at the same time. On the other hand, the Network Monitor (i.e., sFlow-RT [16]) and the SDN controllers (i.e., Floodlight [21], and POX [22]) were installed on the host-system.

B. Experiment Setup

As shown in Figure 7, the DNS Amplification experiment setup consists of two OpenFlow controllers (i.e., Floodlight, and POX), an sFlow network monitor, an Orchestrator, a switch, and three hosts. The sFlow network monitor is used for detecting large DNS flows (flows with large amounts of traffic), the Orchestrator will communicate with both sFlow and the OpenFlow controllers for detecting and mitigating DNS amplification. The hosts are divided into attackers and victims as will be described in the Attack Scenario.

C. Attack Scenario

To generate the DNS amplification attack, two main steps should be considered: Attackers should spoof the source IP address of the victim, and Open DNS resolvers should be simulated, and configured to send large DNS responses to the victim.

The setup for this experiment consists of three hosts as shown in Figure 7. H1 is the main attacker (there can be more than one attacker, however, for simplicity, only one attacker is considered), H2 will act as the open DNS resolver, and H3 will be the victim.

Two python scripts were written for this attack, the DNSAmplificationAttack and the DNSServer. For the attack script, Scapy’s Python library [23] was used to craft DNS queries in large amounts, and for the DNS server script, the DNSlib [24] was used and the server was configured to send large TXT DNS records as query responses to the victim (H3).

D. Attack Mitigation

To mitigate against the DNS Amplification attack, the Orchestrator is configured to run the DNS Amplification security application. Additionally, the AverageDNSResponseSize must be defined in the security application.

One of the main characteristics of a DNS Amplification attack is generating large-sized DNS responses, therefore, to estimate the maximum DNS response size, DNS queries to six of the top-most visited web sites (as stated in [25]) were...
When responses with length greater than 450 Bytes are considered an indication of a DNS amplification attack. Furthermore, once a DNS Amplification attack is detected, the attack traffic has to be rate-limited. In this paper, OpenFlow 1.0 was used because it is widely supported by several SDN controllers [26]. However, it does not provide mechanisms for rate-limiting. Therefore, as a workaround for this limitation, the Ping-Pong application was developed.

**The Ping-Pong Application:** Mininet allows modification of link performance parameters such as capacity and delay. This feature can be used by the Ping-Pong application to rate-limit traffic as shown in Figure 9. In the figure, an additional switch is added (i.e., Switch A) to the original topology. One or both of the links between Switch A and Switch B can be configured using Mininet to have a lower capacity than it usually has (i.e., rate-limiting the link). When an attack is detected, the rate-limiting application instructs Switch A to forward the traffic to Switch B. When Switch B starts receiving the attack traffic, the rate-limiting application instructs it to re-send the traffic back to Switch A through the rate-limited link. When Switch A receives the rate-limited traffic back, it will forward normally to its destination.

OpenFlow 1.0 provides DROP as an action for dropping traffic, however only the rate-limiting option is feasible for handling DNS Amplification attacks. The reason for this limitation is that attackers do not generate the attack themselves, instead they hide behind open (i.e., publicly-accessible) DNS resolvers, and let the DNS resolvers carry out the attack for them. Therefore, if the public DNS resolvers were blocked, the whole network can be denied of service (because the public DNS resolvers reply to local DNS requests). On the other hand, if the traffic of the open DNS resolvers is rate-limited, the attack will not affect the network and the network will continue to function normally.

**E. Results**

Figure 10 shows the behavior of the DNS Amplification security application. It can be seen from the figure that once the DNS attack is detected, the Ping-Pong application was used to rate limit the traffic at around 10 seconds. The attack response-time can be reduced by minimizing the sFlow packet-count threshold and reducing the time needed for collecting attack-traffic in the DNS security application.

**V. CONCLUSION & FUTURE WORK**

In this paper, OrchSec, an architecture that utilizes Network Monitoring and SDN Control functions for developing security applications was presented. OrchSec aims to enhance network security by reducing the overhead on SDN Controllers through the decoupling of control and monitoring functions. Furthermore, the architecture motivates application development flexibility by decoupling application development from the SDN Controller, making the process of application development controller-agnostic. Moreover, using OrchSec, applications for mitigating against network attacks such as ARP Spoofing / Cache Poisoning, DoS / DDoS were developed. To test, validate, and demonstrate the functionality of OrchSec, a DNS Amplification security application was developed. Using the application, OrchSec was able to detect attacker traffic by incorporating the functionalities of sFlow-RT (the network monitor) to signal initial signs of an attack to the Orchestrator which in-turns commands the SDN controller(s), based on the detection logic, to take further actions against the attacker such as rate-limiting and dropping attack traffic.

In the future, OrchSec can utilize the functionalities provided by other OpenFlow versions (i.e., OpenFlow 1.x) to provide a rich set of attack mitigation actions. Furthermore, other applications to cover a wide range of security services can be developed on-top of OrchSec.
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