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Exponential Device Scaling

m Moore'sLaw

¢ Themin. transistor feature size decreases by 0.7X every three
years (Electronics Magazine, Vol. 38, April 1965)

¢ Trueinthepast 30 years!

m National Technology Roadmap for Semiconductors
(NTRS 97)
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Global/L ocal Interconnect Delaysvs. Gate Delays

10

=

—i@i—2Ccm un-opt

—~~
%2
c

~
>

G
)

A

=
=

== Intrinsic gate delay

0.25 0.18 0.15 013 0.1 0.07
Technology generation (um)

Optimization is obtained buffer insertion/sizing and wire sizing
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Coupling Noise
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Coupling noise from two adjacent aggressor s to the middle victim wir e of
1mm with 2x min. spacing. Risetimeis 10% of project clock period.
e Coupling noise depends strongly on both spatial and temporal relations!
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Clock cyclesrequired for traveling 2cm line
under BIWS (buffer insertion and wire sizing)
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Estimated by |PEM
On NTRS 97 technology

G

Driver size: 100x min gate
Receiver size: 100x min gate
Buffer size: 100x min gate
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How Far Can We Go in Each Clock Cycle

/clock g NTRS97 0.07um Tech
5 G Hz across-chip clock

620 mm?(24.9mm X
24.9mm)

|PEM BIWS estimations
¢ Buffer size: 100x
¢ Driver/recaver size: 100x

From corner to corner:
¢ 7clock cycles

6 clock

15.04 22058/094.9 (mm)




Two Important I mplications

B | nterconnects deter minethe system
performance

m Need multiple clock cyclesto crossthe global
Interconnects in giga-hertz designs

10/16/00




| nter connect-Centric Design M ethodology

inter connect

Cooie D )E (- Craeme

device/function centric Inter connect/communication centric

Data/Objects Programs
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Structureview

Functional view

Physical view
Timing view

| nter connect-Centric | C Design Flow
Under Development at UCLA
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| nter connect Planning

* Physical Hierarchy Generation

~loor plan/Coar se Placement with
nter connect Planning

nter connect Architecture Planning
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Physical Hierarchy Generation

Designs are hierarchical dueto high complexity
Design specification (in HDL) followslogic hierarchy
L ogic hierarchy may not be suitable to be embedded on

a 2D silicon surface, resulting poor interconnect designs

 RT-level floorplanningisabad idea!

Solution: transform logic hierarchy to physical

hierarchy
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Example of Logic Hierarchy in Final L ayout
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Example of Logic Hierarchy in Final Layout
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Transform Logic Hierarchy to
Physical Hierarchy

e Simultaneous partitioning, coar se placement,
and retiming on theflat netlist to generate a
good physical hierarchy

o Synthesiswill follow

o Use multi-level optimization to handle with the
complexity
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Role of Partitioning

B |mportance of Partitioning:
Conventional view: enables divide-and-conquer
DSM view: defines global and local interconnects

. @

I nterconnect d

D>>d !l
GIobaJ
| nter connect D

Jason Cong 10/16/00




Need of Considering Retiming during Partitioning
- Retiming/pipelining on global interconnects

m Multiple clock cyclesare needed to crossthe chip

m Proper partitioning allowsretiming to hide global

Inter connect delays
Partitioning A Partitioning B

same cutsize
'@f\ %
@) f(A)=8 f(B)=8
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Sequential Arrival Time (SAT)

m Definition [Pan et al, TCAD9S]

(V) = max delay from Plsto v after opt. retiming under a
given clock period f

l(v) = max{l(u) - f -w(u,v) +d(u,v) + d(v)}

Ok o O

I(u)  wW(uyv)  dv)

Relation toretiming: r(v) =d(v) /f u- 1

Theorem: P_can beretimed tof + max{d(e)} iff [(POs) £ f
Iw) = (W "

Iw) = (W)

Jason Cong 10/16/00

dv)=1,d(e)=2,f =5
@ (V) = max{7-5-1+2+1, 3+2+1} =




Simultaneous Partitioning/Placement with Retiming

m Minimize SAT during partitioning/placement

m Apply optimal retiming to theresulting solution (best
suitablefor retiming)

m Partitioning/placement with retiming can be applied
recursively to generate physical hierarchy

m Good news. SAT can be computed efficiently (linear
timein practice, quadratic timein the wor st case)

m Difficulty: Flattened netlist can be very large!
Solution: use multi-level method
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Multi-level Partitioning

e |terative coarsening (clustering) to generate a
multi-level hierarchy

 |nitial partitioning on the coar sest level
o |terativede-clustering and refinement

O D
O D

' O C) Uncoar sening &
Coar sening C > e

Initial Partitioning
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Hierarchical Approach vs Multi-L evel Approach

m Hierarchical approach: higher-level design
constrainslower-level designs
Not sufficient information at higher-level
Mistake at higher level isimpossible or costly to
correct

m Multi-level approach: finer-level design
refines coar se-level design

Convergeto better solution as more detailsare
considered
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Example: Multi-Level Partitioning with
Coar se Placement & Retiming

— Bottom-up multi-level clustering
— Top down cell move based multi-level partitioning
— Sequential timing analysis at each level
[Cong and Lim, ICCADOQ]
Next
lust
e | @ | @ o|olofo
Olo| %

QO ol|ololo

Timing analysis Timing analysis Timing analysis
& cell move & cell move & cell move
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Success of M ulti-Level Approach

— First used to solve partial differential equations (multi-
grid method)

— Successfully applied to circuit partitioning (hMetis
[Karypiset al, 1997])

— Best partitioner for cut-size minimization

— Successfully applied to physical hierarchy generation
(HPM and GEO [Cong et al, DAC’00 & ICCAD’00])

— 30-40% delay reduction compared to hM etis

— Successfully applied to circuit placement [Chan et al,
| CCAD’00]

— 10x speed-up over GordianL

Jason Cong 10/16/00




Experimental Results

e Comparison with existing algorithms
— hMetis[DAC97] + retiming + dlicing floor plan [Algo89]
— HPM [DACOQ] + dlicing floor plan [Algo89]
— GEO: simultaneous partitioning + coar se placement + retiming
Closeto 40% delay reduction!
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0.87 OhMetistRT+FL
0.6 HPM+FL
OGEO
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0.2

0)
Jason Cong
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| nter connect Planning

e Physical Hierarchy Generation

 Example: Buffer Block Planningin
Floor planning

 |nterconnect Architecture Planning

10/16/00




Demand of Buffersin Nanometer Designs

m Need toinsert buffersin long global inter connects for
performance optimization

013 007
757K

Source: [Cong 97, SRC Work Paper]
http://www.sr c.or g/r esear ch/frontier .dgw

( Estimated based on NTRS 97 & [Davis-Meind|'97] )




Buffer Block Planning Problem
[Cong-Kong-Pan, ICCAD’99]
buffer block

|
‘

s

m Restriction from hard I P blocks
m |mplicationson P/G routing

m I mpact on floor plan configuration
=> need to plan ahead for buffers.
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Optimal Buffer Location Can Be Relaxed

B Closed-form formula of feasibleregion (FR) for
Inserting one buffer to meet delay constraint

. 1 buffer
driver
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Feasible Region (FR) IsVery Large

m Even under tight delay constraint, FR for Bl can still
bevery largel

*» Delay budget Is
(1+Delta) T, (the
| best delay by
VT el optimal buffer
e———

+ 6000um 7000um 8000um 9000um

0

Delta FR
1% 19%
5% 43%

10% 60%

20% 86%

=> FR providesalot of flexibilit /10 plan buffer location
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Extension: 2D Feasible Region

B FR extended to 2-dimension with obstacles

"

1
L ocus of min-delay Bl (Restricted lines)
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Experimental Results of Buffer Block
Planning

O #nets that meet delay constraints B #Buffer Block Oarea

1.
1.
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1
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0

No-planning With planning

Buffer block planning reduces # buffer blocks, better
meetstiming constraints, and use smaller area

Jason Cong 10/16/00




Concluding Remarks

B |nterconnects determine system performance

B |nterconnect-centric design is needed
| nterconnect planning
|nterconnect synthesis
| nterconnect |layout

m Physical hierarchy generation is crucial for
Interconnect planning

m A good combination of partitioning/placement and
retiming can hide global interconnect delays, and
lead to good physical hierarchy

m Multi-level method is an effective way to cope

with complexity
Jason Cong 10/16/00




