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Abstract—In this paper we present a view point on “intelligent” application development for pervasive computing environments. We first point out that today’s traditional “intelligent” computing is built on strong and hard-coded logical assumptions and computational procedures which are pre-defined by developers, that is, what we call as simulated intelligence within the course of this paper. Such assumptions and procedures are based on enumerations of possible contexts of use which is pre-defined mappings between situations in contextual space to rational behaviors in behavior space. However pervasive computing applications extend the scope of application’s context space and behavior space towards infinity which hardens development of “intelligent” systems having a certain degree of rationality. Therefore, approaches merging human intelligence and computing “intelligence” are required to be employed. We further advocate that pervasive computing era increases the complexity of application development because of the extended context space, hence software development approaches based on higher abstractions need to be employed where Model Driven approaches and Ontology Driven approaches are promising. We propose a basic methodology which merges Model Driven and Ontology Driven Development approaches. Resulting methodology employs use of formalized conceptual models to be employed both at run-time and development time in terms of reasoning and automatic code generation respectively. We finally point out that such application development paradigm based on pervasive computing perspective will enable users to program their own environment (i.e. smart spaces) in the future.
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I. INTRODUCTION

Pervasive computing envisions a digital ecosystem which is seamlessly situated in real life. Such ecosystem is collection of various connected and autonomous devices and applications. Main purpose of such ecosystem is facilitating user life by organizing and utilizing available digital and physical resources, and responding properly and proactively in various settings of use. Although the emergence of pervasive computing goes to early 90s [1], we are still far away from the complete puzzle. It is reasonable to say that in the sense of hardware technologies we already achieved a lot by considering the advancements in the networking technologies, computing power, miniaturization, energy consumption, materials, sensors etc. [2]. However pervasive computing is not just about developing such small computing residents for the real life, variety of applications exploiting such extended hardware infrastructure are the other side of the coin. Application development within this new expanded computing setting requires more attention, since pervasive computing greatly changes the face of the traditional computing.

Pervasive computing settings are highly dynamic, mobile, heterogonous and connected [3]. It is populated with variety of seamlessly integrated devices, applications and different users. We do see available hardware resources through the physical environment simply as a farm of networked resources, and these networked resources are supposed to enable the real world setting to serve as an execution environment for the variety of applications. These computational entities are supposed to work collectively in order provide better service to the users in their vicinity without creating any distraction at the user site. Hence, seamless integration of computing into people’s life is a must of the pervasive computing vision. If we don’t want people to bother about the computing devices and the applications surrounding them, while they are making use of them, we need to make computing devices and applications to bother about people [3]. However utilizing all these physical resources and synchronizing various applications available through this extended infrastructure requires an “intelligence” behind and requires application development for such environments to be adjusted to cope with increasing complexity. An immediate requirement for such “intelligence” is context-awareness [3, 4] in order to enable applications to perceive the situation and react accordingly. Context-awareness enables pervasive computing environments to better serve users by applying available context information where context is any information characterizing the situation (e.g. characteristics, requirements, capabilities etc.) of an entity (e.g. applications, users, devices etc.) [3, 4, 5]. There is already a research line, in the pervasive computing literature, for context modeling. Although there are different approaches starting from simple key-value pairs, ontologies are promising for context modeling since they provide reasoning support, knowledge sharing and knowledge re-use [6, 7]. However in the pervasive computing domain, potential benefit of automatically generating application code from such models is greatly undermined. Such approach is possible since a typical context model includes most of the application logic, this is because application itself is also an entity in a context model.
Furthermore ambiguity of context [8, 9, 10] is still a crucial problem where various artificial intelligence (AI) techniques are employed by several researchers. However human intelligence is still required to be in the loop, i.e. meditation [11, 12], in order to prevent disastrous results of automatic actions taken by machines. Since the ultimate aim is to provide less user intervention, an appropriate balance need to be set.

Through this article we particularly elaborate on computer way of “intelligence” in relation with human intelligence and application development based on Model Driven Development (MDD) and Ontology Driven Development (ODD) approaches. We propose a basic methodology which merges MDD and ODD approaches. Resulting methodology employs use of formalized conceptual models to be employed both at run-time and development time in terms of contextual reasoning and automatic code generation respectively. We finally point out that such abstract application development paradigm based on pervasive computing perspective will enable users to be in the loop by means of mediation and to program their own environment (i.e. environment programming) in the future.

The rest of the paper is structured as follows: in section II we comment on computer “intelligence” in relation with the human intelligence, in section III we elaborate on importance of having human in the loop in the future’s pervasive computing environments. In section IV, we elaborate on the reasons to shift traditional system development approaches to model driven and ontology driven approaches where these two approaches are clearly interrelated. In section V, we briefly introduce a vision, environment programming, based on abstract application development through MDD and ODD. Finally, we conclude the paper in section VI.

II. SIMULATED INTELLIGENCE

There has been always a debate about whether it is possible or not to build intelligent thinking machines which are as good as human, however AI is still in its infancy to exhibit the higher level of human cognitive abilities and thought process in computers [13].

Take the following example in order to create links between the human way of intelligence and the existing computing “intelligence” within the course of context-aware pervasive computing environments. Imagine four people playing a card game, most probably each player in this game will follow a different strategy. One might simply consider the cards available in his hand and can simply ignore the rest of the contextual information. One might both consider cards which he has presently, and the cards which have already been played by other players in order to predict remaining cards in his opponents’ hands (i.e. say historical context). One might go further and can also consider the playing habits of the users (i.e. say player context) in order to adjust his strategy, like one might be tend to first play the biggest order cards in his hand in order to guarantee that at least he is not going to get any penalty. Variety of examples might be listed, however what is intelligence according to the such game, or simply what is the most intelligent way of playing such a game? Although, answer for such a question depends on the utility that each player seeks for in such a game (e.g. not necessarily to win but not to have least score either, just to have fun, absolutely win etc.), it is evident that the more contextual information considered by the user, the more likely he is going to win. However trying to consider all different context elements might not be sufficient, for instance, keeping played cards in mind requires player to have enough amount of short term memory, player should be able to estimate required probabilities roughly (e.g. normally in a qualitative manner), furthermore player should be able to realize required processing within the bound of acceptable time limits.

Considering the computer way of intelligence, it is possible to donate computational devices with variety of sensors, and it is also evident that in the sense of processing power and computational resources (e.g. memory, CPU), computers are far beyond the abilities of the humans. If so, why today’s computing is still far behind the human level of intelligence (see Fig. 1 and Fig. 2)? The answer lays behind the term “reasoning”, computational systems are good at gathering and aggregating data and humans are good at recognizing contexts and determining (e.g. to reason) what is appropriate [10].
Today, intelligent computational systems are intelligent only to the extent of completeness of the real-world situations modeled by the developers. Their intelligence are strictly based on the strong logical assumptions (e.g. axioms) done by the developers, but what about exceptions and ambiguities? Humans are able to perceive, interpret and reason variety of contextual information (e.g. environment context, relational context, historical context etc.), besides human being is able to adjust his interpretation and reasoning under exceptional and ambiguous conditions. However applications are only able to do what they are told to do. Indeed, every application, whether we consider it context-aware or not, is designed for a specific and restricted context of use. Therefore these applications provide particular set of behaviors for a fixed context. Today’s traditional “intelligent” computing is not more than hard coded enumeration of possible contexts of use. Hence, we prefer to call such intelligence as “simulated intelligence” (i.e. weak AI [14], where we prefer AI alone to refer to strong AI). This is because it is only a limited reflection of human intelligence which consists of a limited conceptual model and reasoning logic of developers (i.e. mental models) on a specific problem. In other words, it is not intelligence itself through imitating functional aspects (i.e. how such mental models and rules are created), but rather output/artifact of human intelligence. Accordingly, “intelligence” in early examples of pervasive computing applications are only limited with hard-coded bindings of extended context space to pre-defined behavior space, that is usually, automatic adaptive behaviors with a degree of rationality. However pervasive computing extends the scope and opens up the infinite context space (i.e. increasing complexity) since such computing is part of the daily life where hard-coded enumerations of use are hard to manage and not sufficient. Ambient environments should accommodate reasoning components where conceptual models and logical assumptions (i.e. rules) are easy to manage and external to applications. Although such approach is of use for manageability, and for application development, ambiguity of contextual information decrease the level of reliability and rationality of the reasoning results. The importance of such unreliability might have high or low depending on the situation. Although various AI techniques can be applied to reduce the ambiguity, such techniques do not provide hundred percent of success.

III. USER MEDIATION

It is reasonable to say that human intelligence is still the dominant intelligence, therefore when developing intelligent computational systems, particularly in the sense of ambient intelligence, human should be part of the loop mostly by means of mediation [11, 12]. Consider the following real life example. A recent airplane crash, which occurred on 25 Feb. 2009 at the Amsterdam’s Schiphol international airport and lead to death of 9 people and injury of 84, is a tragic case which proves the necessity of such an approach.

Simply speaking, the airplane crash occurred because of the wrong sensory input which provides the distance of plane to the ground. This information provided by this sensor is used by the automatic pilot at the time of landing. In this case sensor indicated a lower distance than the actual one which caused autopilot to stop the power given to the engines of the airplane. Eventually, this caused airplane to be powerless while it was still on the air, and caused death of 9 people. It is said that there were two different sensors in the airplane providing the same information (one was providing true value), and although pilots realized the false input given by the first sensor, they couldn’t make plane to use the correct sensory device because of either a defect or a restriction. More dramatically, another airplane from the same airline company mistakenly landed at a wrong airport near Tblisi in Georgin. The original airport and the other one were located close to each other with similar alignments. As an explanation for the case, one said that because of the Schipol incident, nowadays pilots choose to land manually rather than using autopilot which is difficult for such
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exceptional cases (i.e. two close airport which are similarly aligned), and particularly in bad weather conditions. If we reconsider cockpit of the airplane as a smart space, a reasoning component based on a context model could easily detect the
inconsistency arising from different sensory inputs, afterwards system could either try to reach more reliable contextual information (e.g. over control tower) or could inform pilots about the situation. Pilots could either decide on the reliability of autopilots decision (e.g. if system were able to explain the reasoning behind) or simply take over the control from autopilot for manual landing.

These incidents have something to tell, as previously noted intelligent computational systems only provide a “simulated intelligence” which requires intervention of the human user. However such systems should also be able to deliver the reasons of their decisions clearly to the user (see Fig. 3), then users will be tend to accept and use the reasoning of such systems. The matter is providing the right level of balance between automatic system decisions and user mediation. Apparently such optimization should be based on the priorities and significance of the situations in order to provide better user experience.

IV. MERGING APPROACHES

In order to be able to construct a bridge between humans and computers and to enable computers to decide on adaptive actions (i.e. automatic, semi-automatic, manual) through automated reasoning and/or mediation processes, computing systems need to maintain a formal model (i.e. context model) of the settings in which they are being used, and the complex relations between the various elements of these settings.

Ontologies [7, 15] might be an immediate solution since ontologies are based on ontological commitments, which means conceptualization represented by an ontology is shared by the related peers (e.g. users, applications etc.). They enable high level of interaction between the human users and “intelligent” applications, besides use of ontologies also enables systems to reason over the maintained formalized model and to explain the reasons of the decisions. Ontologies should take their part in every aspect of application development in order to cope increasing complexity, particularly at run time (e.g. for reasoning) and development time (e.g. specification, documentation, automatic code generation etc.). Ontologies are semantically richer, hence they can cover the functionalities of less expressive application and information artifacts such as UML, object oriented approaches, schemas etc. Therefore a well defined ontology might be directly converted to application code itself, to database schemas, to abstract user interfaces etc., besides it moves reasoning logic apart from hard coded application which makes knowledge re-usable and management of reasoning logic more efficient . Although such efforts are already part of several ontology based researches [15], a real shift have not occurred yet and current application development research for pervasive computing is only limited with use of ontologies for context modeling and reasoning, e.g. [9, 16, 17]. This is because the scope of application development is still limited, hence available strategies are simple and sufficient. However a real shift from traditional computing to pervasive computing requires such ontological approaches to be extended and to be employed through the whole application development cycle.

Fortunately, MDD approaches [18, 19], which are based on increasing level of abstraction to cope with complexity, follows a similar approach with ontology-driven application development. Prominently, Model Driven Architecture (MDA) [20], which is initiated by OMG consortium, holds an important place for MDD. MDA initiative offers a conceptual framework for defining a set of standards in support of MDD [19]. However in ontology-driven approach, models are not only can be used to derive application code and other software artifacts automatically, besides they can be used for reasoning purposes which is of crucial. Indeed UML is in the core of model driven architecture, and in ontological engineering domain UML is considered to be a software engineering paradigm which can be used to model ontologies [7] where examples in pervasive computing domain are already available, e.g. [21]. That means, model-driven approach can also be considered as an ontology driven approach. However expressivity of UML is limited (i.e. light weight ontologies) where use of OCL (i.e. Object Constraint Language) to extend its expressivity is quite common [7], besides reasoning support is weak. Web Ontology Language, OWL, is a promising alternative since it allows to model heavyweight ontologies and it has a great support of reasoning tools, it has been already used for context modeling and reasoning in various research projects, e.g. [9, 16, 17]. Hence, we are lead to conclude that expertise and tools available in model driven approaches (particularly MDA) should be employed within Ontology-driven approaches where considerable amount of similarity between these approaches makes this really possible. Such merging approach will enable us to both get benefit of inference support of ontological approaches and the expertise of model driven approach for automated software development based on higher abstraction.

A possible merge of these two approaches might result in following roughly defined software development process (see Fig. 4), please note that definitions of the models adopted from MDA [22]:

1. Define computing independent domain ontology (CIDO) and a generic ontology (GO, omitted in the figure for the sake of brevity),
2. Convert part of CIDO to Platform Independent Application Model (PIAM),
3. Convert PIAM to Platform Specific Application Models (PSAM) and Artifact Dependent Models (ADM, e.g. Database Schema), and define mapping technique and annotations, 
4. Convert part of the CIDO together with GO to Context Ontology (CO),
5. Apply conversion of PSAM(s) and ADM(s) to application code and software artifacts.

In the given procedure, some portion of CIDO is converted into PIAM and some portion is converted into CO, this is because some portion of the CIDO might not necessarily need to map aspects of the application but rather to the reasoning logic of the application which is required to be used by the application externally. Existing work in the literature for transforming ontologies to software artifacts, including application code, shall be of use in such a merged approach. Hence we briefly refer to related literature, [22] shows how to convert RDF
might serve creation of such smart spaces by acting as [27] an application and communication space (Web of Things [28]), that is, networking variety of appliances in an environment and employing web environment as an application space. Furthermore, as an information space, that is, utilizing web as an ultimate information source by means of using variety of semantic web technologies available (e.g. RDF, embedded semantics etc.), we refer to our previous work further details of such an approach [27, 29].

A particular scenario might be as following. Tom has an “intelligent” home where various devices in his home such as TV, refrigerator etc. are connected to each other through the internet or intranet. These devices are able to identify different users in this home such as parents and children. Furthermore they are able to construct a model for each user which reflects user’s habits etc. Considering TV related behavior, assume that there are different TV stations embedding their schedules in their web pages through one of the aforementioned technologies, RDFa, eRDF or Microformats, by using a common semantic (i.e. common vocabulary) for program descriptions and event descriptions (e.g. iCal). This intelligent TV can recommend TV programs for a particular user based on the user model by harvesting and querying embedded information in the web pages. We can further extend this scenario to cover pervasive aspects. Consider a refrigerator which is also connected to the web and which is able to detect food items which it contains. User instructs refrigerator to follow the availability of a particular food (probably through RFID). When a particular type of food is exhausted, it harvests web pages of different markets and according to the shopping habits and economical considerations of the family it recommends a list of markets. User reaches refrigerator through TV by coupling services given by TV and refrigerator, so he can view the available food items any time. Hence, refrigerator communicates with the TV for display purposes in this case. TV and refrigerator use RDF for communicating shared information.

A straight forward design of such a smart space consist of networked appliances which probably accommodate built-in micro web servers or gateways [30] together with semantic descriptions of its available physical and functional services [31]. Users shall be able to condition, link and synchronize services and information flow (e.g. listeners, triggers etc.) between appliances by making use of an abstract rule language. Web environment can be of use for such space as an information source by enabling agents located in these devices to harvest valuable web information [27]. A reasoning component together with a management infrastructure need to be accommodated by stronger computational devices, e.g. PC, moreover higher security practices need to be employed.

V. ENVIRONMENT PROGRAMMING

We further advocate that human users should be able to program their own environment – environment programming – (more than ontology-driven programming) to some extend which seems to be possible by enabling applications and users sharing same conceptual world model. In other words, such approach allows users to program their own smart spaces through enabling higher level of human-computer interaction.

Such approach should be at the higher level of abstraction which will overcome possible technical barriers and turns physical environment into a huge programmable space where users can manage, synchronize, link etc. available functionalities and behaviors of applications and hardware entities in the environment according to available contextual information. Internet/intranet environment along with already available standards and protocols (e.g. HTTP, HTML etc.)
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processing results. Adaptive behaviors (e.g. automatic actions) do not necessarily need to result in “must”s or “have-to”s but in many cases also in “should”s and “might”s (i.e. automatic adaptive mediation or guidance) to give users a degree of control with the possible directions and their reasoning behind. Ontologies are of great use for providing better human and machine experience/interaction and for software engineering in the new computing paradigm. [33] has noted that in the future, software will not be designed without using an ontological approach, especially when adequate tools are available. Ontologies will provide a neutral authoring mechanism where resulting ontologies will be automatically converted into different information and application artifacts. Thus, apart from greatly simplifying application development for pervasive computing systems, ontologies will also create bridges between human-human, computer-computer and crucially between human and computers which will enable us to interact, to program our environment and to connect human intelligence and computer “intelligence” tightly. View point represented through this article does not only target use of ontologies for software development, such approach is already concluded by several experts in the domain. However, more particularly, we advocate that pervasive computing opens up variety of challenges where use of ontologies in every phase of application development is of crucial while its complexity exceeds its possible benefits for traditional computing.
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