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Abstract

The smart grid vision demands both \textit{syntactic} interoperability in order to physically be able to interchange data and \textit{semantic} interoperability to properly understand and interpret its meaning. The IEC and the EPRI have backed to this end the harmonization of two widely-used industrial standards, the CIM and the IEC 61850, as the global unified ontology in the smart grid scenario. Still, persisting such a huge general ontology in each and every one of the members of a distributed system is neither practical nor feasible.

Moreover, the smart grid will be a heterogeneous conglomerate of legacy and upcoming architectures that will require first the possibility of representing all the existing assets in the power network as well as new unknown ones, and second, the collaboration of different entities of the system in order to deploy complex activities. Finally, the smart grid presents diverse time span requirements, such as real-time, and all of them must be addressed efficiently but use resources sparingly.

Against this background, we put forward an architecture of intelligent nodes spread all over the smart grid structure. Each intelligent node only has a \textit{profile} of the global ontology. Moreover, adding reasoning abili-
ties, we achieve simultaneously the required intelligence distribution and local decision making. Furthermore, we address the aforementioned real-time and quasi-real-time requirements by integrating stream data processing tools within the intelligent node. Combined with the knowledge base profile and the reasoning capability, our intelligent architecture supports semantic stream reasoning. We have illustrated the feasibility of this approach with a prototype composed of three substations and the description of several complex activities involving a number of different entities of the smart grid. Moreover, we have also addressed the potential extension of the unified ontology.

**Keywords:** Smart Grid, Semantic Interoperability, Real-Time Processing, OWL-Ontologies.

1. Introduction

According to the National Institute of Standards and Technology (NIST) (Von-Dollen (2009); NIST (2012)) and the International Electrotechnical Commission (IEC) (IEC (2010)), interoperability is one of the major challenges regarding smart grids. This fact is rooted in historical reasons: the components of the grid are highly heterogeneous in terms of vendors, data standards, communication protocols, and related software architectures that may be used, e.g. MOM (Message-Oriented Middleware), ESB (Enterprise Service Bus), SOA (Service-Oriented Architecture), CEP (Complex Event Processing), any of the Semantic Web components or SCADA (Supervisory Control And Data Acquisition) systems. Moreover, specific requirements of the electric business (such as the real-time management or the safety and criticality management) further complicate this scenario. Still, the most challenging requirement in a smart grid consists in the distribution of intelligence all over it. In other words, smart grids present many intelligent parts at different levels of their architecture (e.g. sensors, meters, substations, etc) that not only need to interchange data but also to contextualize and process it accordingly (ability known as semantic interoperability).

In this way, semantic data models are the basis that enable semantic interoperability within the grid. They consist in an abstract representation of a particular real domain, expressed through a specification language which may support knowledge inference, e.g. the description-logic-based languages DAML (Hendler and McGuinness (2000)), OIL (Bechhofer
et al. (2000)), OWL (Smith et al. (2004)), First-Order-Logic-based languages (Baral (2003)), etc. Achieving their full potential, however, requires considering the different technologies for semantic processing. In this way, there are a number of existing technologies that already support intelligence distribution in open distributed environments such as the one posed by the smart grid paradigm: multi-agent system platforms, Semantic Web technologies (specifically the combination of description logic reasoners, rule engines, and semantic repositories (Dustdar and Li (2011))), etc.

Another important issue is that semantic models for the Smart Grid domain need to be consumed in different formats, according to: 1) the specific technological requirements of the grid’s systems, and 2) the requirements of the diverse knowledge abstraction levels. For instance, some systems may require semantic models provided as a Relational Database Model (RDBM), as an ontology for performing reasoning, or as Java classes. Similarly, knowledge abstraction levels involve supporting very specific domains of a smart grid, such as the electrical car or renewable energy. Their intelligent components do not need to know the overall knowledge model, but they do need to know the part related to their application domain. Here another concept arises that allows for the fragmenting of this general knowledge: the semantic model’s profile. More accurately, a profile is a subset of the full semantic model according to its intended use in an application domain (IEC (2009)).

A naive approach for solving data interoperability is to write ad-hoc data interface programs for each pair of communicating systems. Nevertheless, experience shows that the development and maintenance of such programs is expensive both in terms of time and effort (King (2008)). In terms of time and effort, while it is very cheap and easy to develop a traditional or ad-hoc data interface against a semantic or generalized interface, experience shows that the maintenance of such programs will be more expensive (in the long term). Standardization has proven to be a much more effective strategy and a number of organizations are committed to the development of data interchange format development according to specific application domains. In the context of electric models, the IEC has led one of the most important efforts in this way: the Common Information Model (CIM) defined by IEC 61970 (IEC (2006, 2009)) and IEC 61968 (IEC (2003 Ed.01)) defines a common vocabulary and a semantic model (officially provided as an UML model to be further exploited in several data models, e.g. OWL ontologies, relational data bases, RDF messages, etc.) for the main aspects related to the electric power industry, and it aims to allow application software to exchange
information about the configuration and status of an electrical network.

The IEC 61850 is another international standard developed by the EPRI and supported by the IEC. In particular, the IEC 61850 focuses on standardizing the design of electric substation automation. One of the most interesting features of the IEC 61850 is that it defines an abstract data model that can be mapped into different kinds of protocols.

Finally, the smart grid vision devises a number of real-time data sources, from the so-called smart meters to business data. This real-time data is typically delivered as streams of information (e.g. streams records), and, therefore, there is an additional need to provide more advanced solutions that deal with the intelligent interpretation of streams of data in real-time.

Against this background, we advance the state of the art in four main ways. First, we propose adopting an unique smart grid distributed knowledge base, based on the harmonization of two widely-established IEC industrial standards (i.e. CIM and the IEC 61850). Second, we put forward an architecture of distributed intelligent, active, and autonomous nodes spread all over the diverse smart grid application domains. Each node has a knowledge base profile (a portion of the global ontology and a set of axioms related to the application domain of the node), thereby achieving intelligence distribution and local decision making simultaneously. Third, we address the real-time requirements inherent to the smart grid by adding stream data processing tools (i.e. DDS as a real-time communication middleware and CEP as a pattern processing schema) to the architecture of the intelligent node. The combination with the local knowledge base profile allows an intelligent node to support semantic stream reasoning. Fourth, we close the gap existing between the smart grid natural domain and the world of agents. Namely, we integrate two main communication protocols: one based on IEC standards (CIM and the IEC 61850) and the other based on a standard multi-agent communication language (FIPA ACL), so every intelligent smart grid node will be able to communicate with both electrical devices and with multi-agent platforms such as JADE and JADEX.

The main benefit expected from this strategy relies on assuring and efficiently managing the interpretation of the interchanged data, considering the grid’s requirements and design, thereby providing a step ahead to the established challenge for semantic interoperability in smart grids. A second and parallel result is that decision making capabilities will be supported along the smart grid systems through the intelligent data processing in each of the smart grid agents.
The remainder of the paper is structured as follows. Section 2 describes our general approach for leading with semantic interoperability, which is the first contribution of this paper. Section 3 presents a case study arising from the context of an ambitious research project in tight cooperation with a leading Spanish Utility. In particular, we illustrate the use of semantic data models to reach the vision of semantic interoperability in a particular smart grid architecture. Section 4 discusses the related work to our approach. Section 5 discusses the presented work, concludes and draws the avenues of future work. For readers who have no previous knowledge on UML models, Appendix A presents a small introduction to UML notation.

2. A Semantic Data Processing in Smart Grids

In this section, we will introduce our approach addressing semantic interoperability and semantic model reasoning. By a semantic model reasoning process, we understand a semantic reasoning process (e.g. description logic inferences, SWRL’s inferences, etc.) that enables decision making in a smart grid. More accurately, we focus on the semantic processes involved in real-time decision making. We henceforth describe the general architecture of the smart grid (taking as reference model the ENERGOS smart grid (Penya et al. (2011))) in order to put in place the basic requirements that an intelligent node must fulfill.

2.1. Semantic Requirements of an Intelligent Node in a Smart Grid

The ENERGOS project aims at designing an intelligent network that can manage in real-time all multi-directional information flows that will appear in the new power network paradigm. This objective involves, for instance, the massive incorporation of renewable energy sources at different levels in the grid, greater participation of end-customers in their energy management, higher efficiency, and dealing with information and energy prosumers (individuals whose role may dynamically change from producer to consumer and vice versa) such as electric vehicles (that may additionally act as distributed batteries if required). The research comprises three main areas, as follows: network infrastructure, data management platform, and intelligent management of network data.

On a high-level view, the ENERGOS smart grid design presents a four-layered architecture, as depicted in Fig. 1. The keystone in the ENERGOS information processing system is the so-called PGDIN (Power-Grid
Distributed Intelligent Node), the intelligent node distributed across the architecture. Each layer simultaneously offers decision (according to the intended data use) and location abstraction (distribution or transport substations, Data Processing Center - DPC, or the entire grid). Level 0 comprises the sensor and smart metering layer (see marker Level 0 in Fig. 1), in which the data is processed in real time (RT). Geographically, the data is captured and measured by the corresponding grid devices (e.g. I/O, sensors). Level 1 describes the Data and Event Processing layer (see marker Level 1 in Fig. 1), in which the intelligent data processing and the Complex Event Processing (CEP) can present a combination between RT and quasi-RT, by the PGDINs; geographically, this stage is carried out at the secondary substation level. Level 2 represents the Event Processing layer (see marker Level 2 in Fig. 1), in which CEP tasks are performed in quasi-RT by the PGDINs; geographically, this layer occurs at the secondary substation, primary substation and DPC levels. Finally, Level 3 identifies the Business Management layer (see marker Level 3 in Fig. 1), in which PGDINs work with historical data; therefore, these business-oriented processes focus on the entire grid. All layers communicate with customer applications and the so-called smart operation consoles, through front-end applications.

Summarizing, the distribution of the PGDIN across the whole architecture enables the electrical information to be processed in an intelligent fashion, according to the localization and decision abstraction layers that are established in the ENERGOS smart grid architecture, and to the different smart grid time horizon requirements mentioned before. The functionalities implemented by a PGDIN depend on these requirements, and then, each PGDIN presents a specific configuration based on this core idea.

Taking into account that the ENERGOS smart grid is just a specific implementation of the smart grid paradigm, PGDIN are expected to interact not only with other PGDINs, but also with several intelligent components (such as the one introduced in Ramchurn et al. (2011); Garcia et al. (2010)) in an ecosystem of heterogeneous smart grids models. This fact implies that each intelligent smart grid node has to be provided with semantic processing mechanisms to fulfill at least the following tasks:

- Support semantic data interchange between intelligent nodes in an open platform of smart grids.
- Enable semantic model reasoning to enable semantic decision making.
Figure 1: ENERGOS Real-Time Architecture in four layers.
These requirements emerge from the need to integrate network management, which is the real vision of a smart grid \cite{Von-Dollen:2009, NIST:2012}. In the following subsection, we present a semantic approach to dealing with these semantic requirements of an intelligent node in a smart grid.

\subsection*{2.2. Intelligent Nodes in a Smart Grid: Grid Agents}

In this section, we outline an approach for designing an open smart grid platform of intelligent, interacting nodes by considering basic concepts from the multi-agent system paradigm. Hence, by extending the basic idea of an intelligent agent \cite{Wooldridge:1999}, we introduce the concept of Grid-Agent, an intelligent smart grid node which is able to:

- Manage an internal knowledge base. This knowledge base is designed according to the functional requirements of the node.
- Accomplish inference processes over data streams according to the time span and functional requirements of each node.
- Interchange data with other intelligent nodes or components that do not necessarily belong to the same smart grid.
- Be autonomous, proactive and reactive to the occurrence of unusual events.

\subsubsection*{2.2.1. First Step: Knowledge Base}

The first step in the process of designing a grid agent is the definition of its internal knowledge base. The scope of the knowledge base of a grid agent is closely related to its functional requirements. Hence, this knowledge base is specific for each agent but its vocabulary must be understandable by the rest. This fact highlights the need for standardized semantic data models that define and establish a common language.

Any smart grid presents at least four separated data domains: Assets, Communications, Connectivity and SCADA. They are partially or fully covered by different industrial standards (e.g. IEC 61850, CIM, OAGIS, IEEE 1547, etc.)\textsuperscript{1}. Nevertheless, the NIST, EPRI, and IEC back the IEC 61850 standard.

\footnote{The reader can find an exhaustive survey of industrial standards in the domain of Smart Grid in \cite{Microsoft:2009}}
and CIM as the *vertebral column* that may stand all data domains of any smart grid design. On the one hand, CIM addresses all aspects of assets, connectivity and SCADA systems; on the other, IEC 61850 deals with communications, connectivity and SCADA systems\(^2\). There is an overlap between IEC 61850 and CIM in the data domains of Connectivity and SCADA systems, but this issue is currently being addressed by integrating their respective semantic data models (i.e. UML models and OWL ontologies) (Becker (2010); Hughes (2006)).

There is an official CIM semantic data model, currently maintained as an UML model\(^3\). It defines a common vocabulary and a basic ontology that can be transformed into an OWL ontology by tools such as CIMTool\(^4\). The IEC 61850 does not have an official semantic model yet; nevertheless, it is under construction by EPRI research groups using UML models Becker (2010); Hughes (2006).

Currently there are several approaches to constructing the UML models of IEC 61850 (Nieves et al. (2011)). Indeed, some of these approaches take the UML model of the CIM standard as their starting point. Hence, a unique semantic model between CIM and IEC 61850 can be designed by following the guidelines suggested by EPRIs reports (Becker (2010); Hughes (2006)). Therefore, let \(SG\) be a harmonized semantic data model between CIM and the IEC 61850. \(SG\) defines a basic vocabulary and a canonic basic ontology in the data domain of a smart grid, this ontology is denoted by \(O_{SG}\). Hence, \(O_{SG}\) defines the potential basic vocabulary of any grid agent.

A knowledge base profile \(F\) of a grid agent is a tuple of the form \(\langle O, A \rangle\) in which:

- \(O\) is a subset of a harmonized ontology between CIM and IEC 61850, e.g. \(O \subseteq O_{SG}\).
- \(A\) is a set of axioms *w.r.t.* \(O\).

\(^2\)It is worth mentioning that other standards and IEC working groups are now using the concepts of the IEC 61850 for their own domain; it includes the DER, the WindPower and the Hydro working groups; the standard is, therefore, gaining influence in many domains of the power utility automation.

\(^3\)The reader can find the latest versions of CIM’ semantic data model in http://cimug.ucaiug.org/

\(^4\)http://www.cimtool.org/
Observe that $O$ can be essentially regarded as a subontology of a harmonized ontology between CIM and the IEC 61850. For instance, this ontology can be constructed by tools such as the CIMtool. Moreover, $A$ can be regarded as:

**A semantic model:** Given that the CIM XML data model is the same at the design and running time, a CIM XML data model can be understood as a complete declarative specification of a power electric network such that this declarative specification contains the complete description of the behavior of each power device that is present in a given grid.

**A set of restrictions and inference rules:** This means a set of restrictions over $O$ (e.g. assumptions in the harmonization between CIM and IEC 61850) and a set of inference rules w.r.t. the vocabulary of $O$ (e.g. SWRL rules ([Horrocks et al. (2004)])).

As a knowledge base profile defines an ontology, it allows us to perform inferences in order to support semantic decision making based on rules and continuous query/aggregation over RDF streams (meaning a sequence of triples continuously produced and annotated with timestamps from any sensor, device or asset that must be monitored or controlled). Semantic inference can be implemented in frameworks such as: SWRL ([Horrocks et al. (2004)]), SPARQL ([Prud’hommeaux and Seaborne (2008)]), Description Logic Inference ([Hendler and McGuinness (2000); Bechhofer et al. (2000)]), First-Order-Logic-based languages ([Baral (2003)]), etc. Fig. 2 depicts the exploitation and use of an instance of a knowledge base profile. The processes of continuous query/aggregation can be provided combining the mentioned frameworks with CEP engines and the capability they have to define event process windows over time.

2.2.2. Second Step: Message Communications

Once we have defined the way to construct a knowledge base of a grid agent, we move further to discuss how the data interchange between grid agents can be achieved. In this context, we want to point out that both CIM ([IEC (2006)]) and the IEC 61850 ([IEC (2003)]) already define XML message schemas. Hence, we assume that there is a mapping $M$ from a knowledge base profile into a particular CIM/IEC 61850 message, managed by each particular grid agent. Moreover, we assume that each grid agent
is FIPA-compliant and, therefore, understands and uses the FIPA Agent Communication Language (ACL) protocol. Since in the FIPA ACL protocol it is assumed that each agent shares a common ontology, each FIPA agent intending to interact with a grid agent must own an ontology based on a harmonized ontology between CIM and IEC 61850 (this process is illustrated in Fig. 3). From this perspective, as previously mentioned, we open the possibilities of data interchange in an ecosystem of agent-based smart grids.

It is worth mentioning that the Message Transport Service (MTS) supports delivering FIPA ACL messages between agents on any given agent platform and between agents on different agent platforms. MTS can use different Message Transport Protocols (MTP) in order to handle the physical delivery of messages. Currently MTPs include HTTP, WAP and IIOP (Curry et al. 2003). However, MTPs do not guaranty reliable messaging between the participants of a systems, e.g. FIPA agents. Enterprise-Messaging Services (EMS) or Message-Oriented Middelware (MOM) provide reliable messaging alternatives. For instance, DDS is a MOM which guaranties reliable messag-

---

5http://www.fipa.org/repository/aclspeecs.html
ing. The integration of a MTS in a MOM requires to extend MTS in order to support actions of subscription and publication of messages in a MOM. In this setting, there are already extensions of MTS for supporting pub/sub schema over JMS (Curry et al. (2003)). Hence the interaction between systems which work under MTS and systems which work under a MOM as DDS is feasible, e.g. the interaction between grid agents and FIPA agents.

![Diagram of message interchange between Grid Agents and FIPA Agents.]

Figure 3: Message interchange between Grid Agents and FIPA Agents.

### 2.2.3. Third Step: BDI agents

Since it is expected that any intelligent node in a smart grid has to be autonomous, proactive and reactive upon unusual events, any grid agent presents an inference process based on cognitive states of the world. In particular, we assume that a grid agent is a BDI agent (Rao and Georgeff (1991)). It is worth mentioning that there are currently several platforms that support BDI agents (e.g. JADE\textsuperscript{6} or JADEX\textsuperscript{7}).

### 3. A Case Study: Instantiating Grid Agents in PDGINs

In this section, we detail a specific implementation of grid agents, instantiated as Power-Grid Distributed Intelligent Nodes (PGDINs).

\textsuperscript{6}http://jade.tilab.com/
\textsuperscript{7}http://jadex-agents.informatik.uni-hamburg.de/xwiki/bin/view/About/Overview
As introduced in Section 2.1, the architecture of the ENERGOS smart grid is based on individual intelligent nodes, the PGDINs, spread all over the power network. Actually, PGDINs behave as grid agents with a number of potential aims and tasks: event processing, adaptive components, and business rules. Moreover, they support decision making upon data streams, and they can collaborate with other nodes in order to manage events and analyze situations that require it. Figure 4 portrays the general architecture of a PGDIN (see Ortega et al. (2011)) for a more accurate account of the PGDIN). This architecture includes three main semantic components that enable semantic decision making in a PGDIN: a set of SWRL rules, an OWL-DL ontology and an OWL-DL/SWRL reasoner. Observe that the first two components characterize a knowledge base profile and the latter is an engine that supports inference queries w.r.t. the knowledge base profile.

The process of decision making in a PGDIN is guided by two basic principles:

1. Location Abstraction: Each PGDIN is responsible for managing the relevant information on the set of assets that it controls (e.g. adding, removing, etc.). This means that an asset is only managed by one PGDIN.
2. Decision Abstraction: Each PGDIN is able to evaluate and take any decision that needs to be taken (i.e. business rules, calculation or inference) regarding the set of assets it manages.

These guidelines suggest that any PGDIN is autonomous enough to achieve auto-management. In this sense, the knowledge base profile of a PGDIN plays a central role for supporting semantic-based decision making and data streams analysis. Fig. 5 illustrates how the events (alarms, measurements, etc.) produced by various devices are grouped by a messaging middleware (DDS), then converted into Java objects, and, finally, injected into an event processing engine. This engine is responsible for detecting patterns of unusual conditions such as sudden changes in measured quantities, cutting conditions or supply problems.

Furthermore, the decision making in these situations often requires evaluating rules and semantically rich query execution. Additionally, the event processing engine is responsible for feeding information repositories based on two technologies:

1. A distributed cache of objects representing the state of the configuration and the real-time information on devices.
2. A semantic database storing information on events that must be addressed through collaboration with other agents (using the JADE framework) or semantic inference.

Now, we will introduce a real scenario in order to illustrate a semantic decision making process from a real time data stream in a PGDIN and the semantic interoperability between PGDINs.

3.1. Scenario

The first step in conducting this case study is the representation of the ENERGOS Smart Grid based on the CIM concepts. The semantic model has been specified in OWL 2 (OWL-Working-Group (2008)) and has been obtained from the 14th version of the CIM. The scenario consists of three electrical substations: two generator units and a consumer. In addition, all the items necessary to model the electrical network with the structure specified in CIM 14 have been created, such as electrical loads, AC line segments, voltage levels, current flow values, power transformers, etc. In Listing 1, a small part of a CIM-XML file is presented. This CIM-XML file
Figure 5: Semantic Data Interoperability in ENERGOS illustrates the definition of three basic CIM 14 items: a GeographicalRegion, a Substation and Analog item.
Listing 1: An example of a CIM-XML file. A CIM-XML file defines an electric model which is the same at the design and running time.

CIM 14 states that each resource of the power system needs to be connected to the network through a terminal, which is in turn associated with a connectivity node, which is the object that interacts directly with the grid. Fig. 6 shows the representation of a power grid following the CIM notation.

The consumer substation (Substation 2 in Fig. 6) has been associated to a real Spanish substation named SALAS. The SALAS substation is managed by the PGDIN3 (an instance of the PGDIN architecture previously
presented), which is part of the ENERGOS implemented solution. The aim is to use the collected data of the real SALAS substation to perform usual validation processes of the simulation and operation systems, by following our approach. For this purpose, we have gathered data of real value curves of the SALAS substation for: active power, reactive power, voltage and current. The measures were taken every 15 minutes (period corresponding to the Spanish current policy in its grid meter systems). These data are currently used to perform the simulation of electric charges, to check their consistency and to issue warnings to the grid operator in case deviations are detected.

Figure 6: A CIM model for a three sub-stations system (Shahidehpour and Wang (2003)).

Before moving on, we want to point out that since a CIM-XML file defines an electric model that is the same at the design and running time, a CIM XML data model of the CIM model presented in Fig. 6 defines a complete declarative specification of the power electric network. Hence, a CIM XML data model will be part of the knowledge base of each PGDIN in the power network. More accurately, each PGDIN will have the CIM XML data model that defines the assets that it controls. In this setting, each PDGIN will be

\[8\] These values have been provided by the Spanish Gas Natural/Union Fenosa utility company.
able to perform semantic model reasoning by considering a CIM XML data model. In the following sections, we will illustrate how a CIM XML data model can be exploited for semantic processing.

3.2. Business Logic Rule

Now that we have defined the structure of our power network, we are going to introduce some business logic rules, which have to be considered in the interaction between PGDINs. Specifically, our case study focuses on the simulation and operation systems. Typical validations of these systems include consistency checking over the data registered by value curves of: active power, reactive power, voltage and current. Furthermore, they are in charge of providing the technical operators with the knowledge for helping them to diagnose problems and identify solutions. These systems meet their objectives by accessing the grid information through the different grid nodes.

A typical business rule is triggered when the measures are required to perform the consistency checking over the curves. Then the process starts with the Energy Management System (EMS), which requires the 15’ measures of a specific day from the SALAS substation. This command is sent as an event to the messaging bus (DDS) so that the corresponding PGDIN can calculate and send back the requested measures (in Fig. 7 the StartEvent point). In this case, it is PGDIN3 (controlling the SALAS substation) which identifies through the messaging bus that it needs to retrieve the 15’ measures for that specific day. The required data processing workflow is initiated by PGDIN3 at the Business Management Level (BPEL\textsuperscript{9} process in Fig. 7). If PGDIN3 has the complete measures in its local knowledge base, then it executes its own business services (by the SOA\textsuperscript{10} bus) to retrieve the data and send them back to the inquiring agent (i.e. the EMS in this case, see Fig. 7, the first decision point). If PGDIN3 does not have the complete measures, it triggers an event to the messaging bus to inquire for a provider of the missing measures. Eventually, PGDIN3 reads a message from a PGDIN provider with the encoding information to invoke that provider PGDIN’s services (in Fig. 7, the BPEL process called “Affected PGDIN identifies a message from a Provider”). PGDIN3 invokes the provider PGDIN’s services and receives the required measures. PGDIN3 checks that the measures

\textsuperscript{9}Business Process Execution Language.

\textsuperscript{10}Service Oriented Architecture.
are complete (in Fig. 7, the second decision point). If they are, PGDIN3 sends back the required measures to the inquiring agent (i.e. the EMS) and the BPEL process ends at this point. If the measures are not complete, PGDIN3 triggers again an event asking for the missing measures until the complete measures are ready. Once the measures are complete, they are sent back to the inquiring agent (the EMS) and the BPEL process ends at this point.

![Figure 7: BPEL Work flow: Measures Requirements](image)

### 3.3. Performing Semantic Processing

This section focuses on the internal semantic model reasoning process of a PGDIN. In the previous section, the business rule for collecting the measures curves that are required for an agent as the EMS involved verifying if the corresponding PGDIN in charge had these measures in its knowledge base. In a negative case, the measures should been retrieved from other provider PGDINs. In a case in which the PGDIN has the measures, then the corresponding semantic processing is triggered. The technical components needed to this end in each PGDIN are:

1. **Pellet**\(^{11}\) This reasoner offers full integration with open source and commercial semantic repositories and with ontology development tools;
2. **Jess**\(^{12}\) Jess has been selected as the rule engine due to its stability and development, marketing and research support offered;
3. **Jena**\(^{13}\) This API offers integration with Pellet and supports manipul-

---

\(^{11}\)http://clarkparsia.com/pellet/

\(^{12}\)http://www.jessrules.com

\(^{13}\)http://jena.sourceforge.net/
lation of OWL models. These features make Jena one of the best APIs for managing the semantic CIM model and the knowledge base of this approach, through Java-based systems.

Currently, simulation and operation systems work with historical data to perform validations in specific timestamps or taking the values of a complete day. Typical validations to identify deviations in the value curves are the following:

1. Check whether *Power Module Exceeds Fixed Limits*, where $P$ is active power and $Q$ reactive power. For instance:

   $$ i f (G = (\sqrt{P^2 + Q^2}) > 20 $$

2. Calculate the *Power Module* from current and voltage, where current is $\text{Int}$ and voltage is $T$:

   $$ I = (\sqrt{3} \cdot T \cdot \text{Int}/1000) $$

3. Check the consistency of $P, Q, \text{Int}, T$:

   $$ i f (|G - I| = 0, 0, |G - I|/|G|) < 0, 2 $$

These validation rules have been introduced into the knowledge base using Protégé. For illustration purposes, the same environment is used to show the rule execution and the resulted predicates that are injected back into this knowledge base and, therefore, we have used the Jess integration with Protégé. Table 1 illustrates the SWRL rule *Power Module NOT Exceeding Fixed Limits* for the substation SALAS. The results of this rule execution give all measures of $P, Q$ that have a *Power Module* that does not exceed a particular fixed limit (20 in this example). Let us observe that the design of the SWRL rules such as the one presented in Table 1 is mainly based on the semantic model of the CIM concepts. This means that by considering an OWL ontology of the CIM semantics model and an electric model in CIM-XML format, we have a complete knowledge base for performing semantic reasoning.

Table 2 shows the results of the SWRL rule of Table 1 for only 10 measures of $P, Q$. Thereafter, all previous validations are also introduced as SWRL rules into the three-substation model following the same procedure. Since this semantic model (CIM) is part of the PGDN node of the ENERGOS
Table 1: This validation has been introduced into the three-substation model as a SWRL rule. The clause select at the end allows us to visualize measures that have passed the validation.

smart grid architecture, it will then be possible to execute validations at all architecture levels: sensor and smart metering, data and event processing, event processing, and business management layers. Moreover, the validation can be performed in RT, Quasi-RT and H.

The introduction of the validations as SWRL rules into the three-substation model provides the smart grid systems with at least two advantages:

1. Consistent information, since the reasoner (in this case Pellet) checks the consistency of the semantic model, according to the smart grid time slots.
2. To infer new information, since the rule engine (in this case Jess) executes the validation as SWRL rules, obtaining not only the calculations typically performed with a spreadsheet as occurs nowadays, but also inferred information related to the identification of the grid’s deviations.

The need for updating the knowledge base profile of a PGDIN can emerge from different situations. For instance, if a new assert is installed. In this scenario, the electric model of the electric power network will indeed change. This electric model can be exported into a CIM XML file. Since CIM models
Table 2: The table shows ten (P, Q) measures with a period of 15”, and the *Power Module* that has not exceeded a specific fixed limit (20 in the SWRL rule of Table 1).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Time-stamp</th>
<th>Active Power MW (P)</th>
<th>Reactive Power MVAR (Q)</th>
<th>Power Module MVA for (P,Q)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SALAS_0001</td>
<td>2010-07-05 T00:00:00</td>
<td>2.41</td>
<td>1.45</td>
<td>2.812578888</td>
</tr>
<tr>
<td>SALAS_0002</td>
<td>2010-07-05 T00:15:00</td>
<td>2.41</td>
<td>1.45</td>
<td>2.812578888</td>
</tr>
<tr>
<td>SALAS_0003</td>
<td>2010-07-05 T00:30:00</td>
<td>2.41</td>
<td>1.45</td>
<td>2.812578888</td>
</tr>
<tr>
<td>SALAS_0004</td>
<td>2010-07-05 T00:45:00</td>
<td>2.41</td>
<td>1.45</td>
<td>2.812578888</td>
</tr>
<tr>
<td>SALAS_0005</td>
<td>2010-07-05 T01:00:00</td>
<td>5.79</td>
<td>1.45</td>
<td>5.968802225</td>
</tr>
<tr>
<td>SALAS_0006</td>
<td>2010-07-05 T01:15:00</td>
<td>5.79</td>
<td>1.45</td>
<td>5.968802225</td>
</tr>
<tr>
<td>SALAS_0007</td>
<td>2010-07-05 T01:30:00</td>
<td>5.79</td>
<td>1.45</td>
<td>5.968802225</td>
</tr>
<tr>
<td>SALAS_0008</td>
<td>2010-07-05 T01:45:00</td>
<td>5.79</td>
<td>1.45</td>
<td>5.968802225</td>
</tr>
<tr>
<td>SALAS_0009</td>
<td>2010-07-05 T02:00:00</td>
<td>5.79</td>
<td>1.45</td>
<td>5.968802225</td>
</tr>
<tr>
<td>SALAS_0010</td>
<td>2010-07-05 T02:15:00</td>
<td>5.79</td>
<td>-0.08</td>
<td>5.790552651</td>
</tr>
</tbody>
</table>
are the same at design and running time, the PGDIN in charge of the new asset will only have to update its CIM-XML file containing the new asset. This process can be regarded as an update of the knowledge base file of the PGDIN. By observing the architecture of a PDGIN (see Figure 4), we can see that a PDGIN is basically an OSGi container whose components can be managed by the so called OSGi bundles. One of these OSGi bundles is a set of the semantic rules (SWRL rules) in a XML file. In this setting, we can use different approaches for updating OSGi bundles (which means to update the SWRL rules of a PDGDIN). For instance, given that OSGi supports FTP-services, the set of SWRL rules (a OSGi bundle) of a PDGIN can be updated by FTP services. Indeed, the update of the semantics rules can be done on the fly (i.e. in real-time) following different approaches as the one presented in Shen et al. (2010).

3.4. Extension of the Semantic Data Model

So far, we have shown that the knowledge base of each PGDIN has to be based on the vocabulary of a potential ontology, which can emerge from the harmonization between CIM and ICE 61850. It is clear, however, that this harmonized ontology will not contain concepts from emerging data domains such as electric vehicles. Actually, this harmonized ontology between CIM and ICE 61850 is usually regarded as the canonic ontology in this domain (i.e. the starting ontology that can be extended to involve other domains). Hence, in this section, we introduce a hypothetic extension of the CIM semantic data model which allows us to capture concepts from the electric vehicle domain. In particular, we introduce new hypothetical concepts to our canonic ontology to deal with the management of recharge points for electric vehicles, as depicted in Fig. 8. For readers who have no previous knowledge in UML notation, in Appendix A a small introduction to UML notation is presented.

Let us observe in Fig. 8 that the new classes are subclasses from the IdentifiedObject class, which is a class from the CORE package from CIM. On the other hand, new classes use existing CIM classes to define novel data properties.

3.5. Semantic interoperability

Finally in this subsection, we will illustrate the role of the semantic data model in each PGDIN for performing semantic interoperability.

\[^{14}\text{http://www.osgi.org}\]
Figure 8: An hypothetical extension of the CIM semantic model to deal with the management of recharge points for electric vehicles.
Let \( \langle O_A, SWRL_A \rangle \) be a knowledge base profile of a PGDIN\(_A\). \( O_A \) is an OWL ontology, which is a subset of the CIM ontology and SWRL\(_A\) defines a set of inference rules restricted to the vocabulary of \( O_A \). By using \( O_A \), two PGDINs can interchange electric models such as the presented in Listing 1.

Observe that in Listing 1 the CIM-XML file has a header defining the name space in which the items of the electric model are defined. More accurately, \( O_A \) is a subset of the name space:

\[
\text{http://iec.ch/TC57/2008/CIM-schema-cim14#}
\]

Since \( O_A \) is a subset of the vocabulary of this name space, two PGDINs could interchange measurement values of substations by delivering CIM-XML files such as the one presented in Listing 2. We can observe that the CIM-XML file presented in Listing 2 is defining a set of measurement values of an analog device which is identified as: “\#_D0E86D5181654BFDABCD81AD6F6A0E2F”. This device is part of a power network. In particular, this device was defined in Listing 1. Hence, this means that the measurement values which appear in the CIM-XML file of Listing 2 can be interpreted by using the electric model of Listing 1. Moreover we can see that the RDF files, as the CIM-XML file of Listing 2 define instances of the classes contained in the PGDIN OWL ontology (e.g. \( O_A \)).
Listing 2: A CIM-XML file which characterizes a set of measurements from the substation SALAS.

As previously shown in Fig. 5, each RDF instance is converted into Java beans and managed by the PGDIN’s distributed cache.

Finally, we can observe that the knowledge base profile of any PGDIN presents two main objectives:

1. Since the ontology of any knowledge base profile is a subset of the harmonized semantic data model between CIM and IEC 61850, this ontology defines a proper vocabulary for interchanging data in a smart grid domain.

2. Since a knowledge base profile is a particular vocabulary of each PGDIN, this knowledge base supports the internal semantic-based decision making processes of any PGDIN.

Before finishing this section, it is worth mentioning that the design of each profile is unique with respect to each PDGIN. In particular, each profile is designed according to the set of assets that will be managed for a given PDGIN. Hence the profile of each PDGIN is unique. Therefore, the ontology of a profile gives a description of each asset that has to be managed for a
given PDGIN. This means that if we apply a joining of all profiles, the merged ontology will only contain the set of assets which belong to the whole smart grid. On the other hand, any asset is only managed by one PDGIN. This means that a particular instance of a class (which belongs to a particular ontology) will be unique (this suggests that the identified object is unique in the whole smart grid). Hence, the intersection between the sets of instances of CIM-classes which is managed by different PDGINs will be empty. Indeed, an instance of a class with an identified object X is only managed by one PDGIN.

4. Related Work

In response to the challenges posed by the smart grid vision, several intelligence platforms have been introduced; for instance, (Catterson et al. (2011)) discussing the processing of electric grid data through a number of artificial intelligence techniques (e.g. constraint programming or rule-based expert systems considering fuzziness) applied to diverse application domains such as autonomous control of distribution networks, condition monitoring, post-fault analysis or voltage sag and swell monitoring. To achieve this goal, they also put forward a multi-agent architecture but do not go beyond stating that CIM and the IEC 61850 should be the key standard for syntactical interoperability (not semantic). (Almeida and Kagan (2011)) focus only on the hardware and software architecture required to support this data processing in different time spans (real time, quasi real-time and historical). (Garcia et al. (2010)) address similar challenges to ours but their work is too focused on multi-agent system aspects (e.g. all agents interactions exclusively performed in FIPA ACL) and do not clarify whether they support real-time stream processing. Moreover, they introduce agents having a knowledge base expressed in rules but do not specify which kind of inference machine they use. (Ramchurn et al. (2011)) present an approach based on a FIPA-compliant multi-agent system to reduce household energy bills, but their focus is smaller than ours, since we address the whole smart grid. In Cohen (2008), a multi-agent platform has been introduced. According to the author, this platform is based on the so called GridAgent™ Framework. This agent framework allows us to define different kinds of agents in order to support the management of distributed energy resources. However, it seems that these agents do not allow semantic reasoning, which is one of the main features of a PGDIN.
As has been stressed in Section 2.2.1, given that the CIM XML data model is the same at the design and running time, a CIM XML data model can be understood as a complete declarative specification of an electric power network such that this declarative specification contains the complete description of the behavior of each power device that is present in a given grid. In this setting, the approaches which are based on model-based reasoning are quite similar to the approach presented in this paper (Davidson et al. 2003, 2006). A nice feature of our approach is that the semantic model of an electric power network are understandable by different platforms which are CIM compliant.

5. Conclusions

Semantic technology have been successfully applied to solve several interoperability problems in open platforms such as distributed systems. We have address in this paper the application of semantic and syntactic interoperability to the smart grid vision. Further, we believe that semantic technology defines a solid frame to support semantic decision making.

According to the EPRI and the NIST, interoperability in electric distributed management systems is one of the main challenges to be tackled in order to achieve the envisioned smart grid. On the other hand, another big challenge is providing the tools to allow the smart grid to manage itself. In order to face these challenges, each node in a smart grid must possess both reasoning ability and a knowledge base upon which the decision making will take place. In this setting, in Section 2, we have introduced the concept of grid agent to enable this scenario. The internal knowledge of each grid agent is condensed on a knowledge base profile, combining an OWL ontology and a set of axioms (either a set of restriction of the ontology or a set of inference rules). Moreover, the ontology of a knowledge base profile is built as a subset of the harmonized semantic data model of two IEC standards: the CIM and the IEC 61850. Since they define a common vocabulary in the data domain of a smart grid, each grid agent is able to interchange information with any electric device that understands either CIM or IEC 61850. Moreover, we assume that each grid agent is FIPA-compliant and, therefore, speaks FIPA ACL; this feature will enable grid agents to communicate with any FIPA ACL multi-agent platform. Furthermore, each grid agent may perform decision making by using its knowledge base (inference rules), defined according to the vocabulary of its ontology. It is worth mentioning that although the
inference can be achieved by rules such as SWRL rules or rules restricted
to the inferences of description logic, the grid agent can additionally be pro-
vided with alternative inference engines such as description logic programs
(Grosof et al. (2003)) or HEX-programs (Eiter et al. (2010)), in order to
manage different kinds of inferences.

In Section 3, we have instantiated the idea of a grid agent into a particular
implementation of an intelligent node, the so-called PGDIN. The PGDIN
architecture presents a knowledge base profile and, additionally, tools to
enable stream data processing (e.g. DDS and CEP). This combination allows
an intelligent node to support semantic stream reasoning in order to deal
with decision making in real-time. Further, it enables a PGDIN to support
semantic stream reasoning similar to C-SPARQL (Barbieri et al. (2010)).
Possibly one of the main weaknesses of using a knowledge base profile in
real-time processes lies in the fact that nowadays the majority of the reasoner
engines are very time consuming. Nevertheless, since the vocabulary of a
knowledge base profile is restricted to the functional requirements of each
grid agent, the real-time reaction of each intelligent node is closely related
to its functional requirements. This aspect suggests that each grid agent can
be designed for different real-time requirements.

Each knowledge base profile of a grid agent is based on an unique smart
grid distributed knowledge base; however, with the incorporation of, for in-
stance, novel renewable energy sources, this knowledge base has to be up-
dated continuously. This need could be regarded as a weakness of the ap-
proach; still, since the presented approach is based on ontology, the process
of updating a knowledge base of a grid agent is solely restricted to the up-
dating of its knowledge base profile. For instance, by extending a knowledge
base profile by the extension of the CIM semantic model introduced in Sec-
tion 3.4, a PDGIN will be able to understand concepts and support decision
making in terms of recharge points for electric vehicles.

Future work will focus on extending the harmonized semantic data model
of CIM and IEC 61850 in order to capture domains such as wind energy.
Moreover, we are currently working on the construction of a proof-case pro-
totype in which different PGDINs interact in real time. This proof-case re-
quires implementing a DDS middleware upon which an ecosystem of PGDINs
interact.
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Appendix A. UML Notation

In order to have a self-contained document, we present in this section a brief introduction to the Unified Modeling Language (UML) notation.

UML is a standardized general-purpose modeling language in the field of object-oriented software engineering. The Unified Modeling Language includes a set of graphic notation techniques to create visual models of object-oriented software-intensive systems.

In this small introduction of UML, we will just describe the basic notation, which is usually enough to model semantic systems.

The first key concept in a semantic model is the concept of Class.

Class: A class is a type that has objects as its instances [OMG (2011)]. Classes have attributes (features) and operations (functionality) and participate in inheritance hierarchies. Figure A.9 shows the definition of two basic classes: Share and Circle.

In order to model inheritance (subclasses/especialized classes) in an UML-model, the generalization relation is used.

Generalization: A generalization is a taxonomic relationship between a more general classifier and a more specific classifier [OMG (2011)]. A generalization is used to express inheritance and it is drawn from the specific classifier to a general classifier. Thus, the specific classifier indirectly has
features of the more general classifier. Figure A.9 shows a parent class Shape generalizing a child class Circle Sparx-Systems (2012).

A basic form for defining semantic relations is by using UML-associations.

**Association:** An association specifies a semantic relationship that can occur between typed instances OMG (2011), this implies that two model elements have a relationship. This connector may include named roles at each end, cardinality, direction and constraints. Association is the general relationship type between elements. In Figure A.10, a relation between the class Team and the class Player is depicted. We can see that in this association there exist cardinality constraints.

UML notation is also able to capture aggregations.

**Aggregation:** Aggregations are used to depict elements which are made up of smaller components. Aggregation relationships are shown by a white diamond-shaped arrowhead pointing towards the target or parent class Sparx-Systems (2012).

A stronger form of aggregation - a composite aggregation - is shown by a black diamond-shaped arrowhead and is used where components can be included in a maximum of one composition at a time. If the parent of a composite aggregation is deleted, usually all of its parts are deleted with
Nevertheless, a part can be individually removed from a composition without having to delete the entire composition. Compositions are transitive, asymmetric relationships and can be recursive [Sparx-Systems, 2012].

Figure A.11 illustrates the difference between weak and strong aggregations. An address book is made up of a multiplicity of contacts and contact groups. A contact group is a virtual grouping of contacts; a contact may be included in more than one contact group. If you delete an address book, all the contacts and contact groups will be deleted too; if you delete a contact group, no contacts will be deleted [Sparx-Systems, 2012].

Figure A.11: Aggregation between classes [Sparx-Systems, 2012].