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Abstract

The split-delivery vehicle routing problem (SDVRP) is a natural extension of the classical vehicle routing problem (VRP) that allows the same customer to be served by more than one vehicle. This problem is a very challenging combinatorial optimization problem and has attracted much academic attention. To solve it, most of the literature articles adopted heuristic approaches in which the solution is represented by a set of delivery patterns, and the search operators were derived from the traditional VRP operators. Differently, our approach employs the combination of a set of routes and a forest to represent the solution. Several forest-based operators are accordingly introduced. We integrate the new operators into a simple tabu search framework and then demonstrate the efficiency of our approach by conducting experiments on existing benchmark instances.

1 Introduction

The split-delivery vehicle routing problem (SDVRP) has been studied by a number of researches; see (Archetti and Speranza 2008; 2012) for an overview. The defining characteristic of the SDVRP that distinguishes it from the classical vehicle routing problem (VRP) is that each customer can be served by more than one vehicle. Obviously, when the demand of a customer is larger than the vehicle capacity, it has to be split and the customer has to be visited more than once. As shown by (Dror and Trudeau 1989), when all customer demands are less than or equal to the vehicle capacity, split delivery can also lead to substantial cost savings. Some real-life applications validating the importance of the SDVRP can be found in (Mullaseril, Dror, and Leung 1997; Sierksma and Tijssen 1998; Song, Lee, and Kim 2002).

Many research efforts have been spent in designing heuristics for the SDVRP and its variants. The first heuristic for the SDVRP was the local search algorithm by (Dror and Trudeau 1989), which employs two types of problem-specific local search operators, namely k-split interchange and route addition. Eighteen years later, (Chen, Golden, and Wasil 2007) developed a heuristic that combines an MIP model and a record-to-record travel algorithm for this problem. (Archetti, Speranza, and Hertz 2006) proposed a tabu search algorithm to solve the k-SDVRP in which the vehicle capacity, all customer demands and the quantity delivered to each customer are integer numbers. After analyzing this tabu search algorithm, we believe that it can also deal with the SDVRP. Further, (Archetti, Speranza, and Savelsbergh 2008) devised an optimization-based heuristic for the k-SDVRP based on the algorithm by (Archetti, Speranza, and Hertz 2006). Most of heuristics were developed for the SDVRP with the minimum possible number of vehicles, such as a scatter search algorithm by (Mota, Campos, and Corberán 2007), two column generation based heuristics by (Jin, Liu, and Eksioglu 2008) and (Archetti, Bianchessi, and Speranza 2011), an adaptive memory algorithm by (Aleman, Zhang, and Hill 2010) and a tabu search algorithm with vocabulary building approach by (Aleman and Hill 2010). (Berbotto, García, and Nogales 2013) proposed a randomized granular tabu search algorithm for the k-SDVRP with the minimum possible number of vehicles. (Ho and Haugland 2004) developed a tabu search algorithm for the SDVRP with time windows.

In this paper, we propose a novel solution approach for the SDVRP, where vehicle capacity and customer demands are not required to be integer numbers, the number of vehicles is not limited to the minimum possible number, and the customer demands may exceed the vehicle capacity. The main contributions are threefold. First, we find a novel way to represent the solutions of the SDVRP, which is the combination of a set of vehicle routes and a forest. Second, based on this solution representation, we propose three classes of neighborhood search operators. Finally, we prove the effectiveness of our solution approach by extensive experiments on 67 benchmark instances.

2 Problem Description and Properties

The SDVRP is defined on a complete and directed graph $G = (V,E)$, where $V = \{0,1,\ldots,n\}$ is the vertex set and $E = \{(i,j) : i,j \in V, i \neq j\}$ is the edge set. Vertex 0 is known as the depot and the set of remaining vertices $V_C = \{1,\ldots,n\}$ denotes the set of $n$ customers. Each customer $i \in V_C$ has a positive demand $d_i$ and each edge $(i,j)$ has a non-negative travel cost $c_{i,j}$, where the cost matrix $[c_{i,j}]$ satisfies the triangle inequality. There is a sufficient number of homogeneous vehicles available each with a capacity $Q$. We define a delivery pattern $p$ as a vertex sequence...
The SDVRP consists of assigning each vehicle a feasible delivery pattern, starting from and ending at vertex 0, such that all customers are served with the minimum total travel cost.

(Dror and Trudeau 1989) have shown the following two properties on the optimal solutions of the SDVRP.

Property 1 If the travel cost matrix \(c_{i,j}\) satisfies the triangle inequality, then there exists an optimal solution to the SDVRP in which no two vehicles have more than one split customer in common.

Definition Given \(k\) customers \(i_1, i_2, \ldots, i_k\) and \(k\) delivery patterns \(p_1, p_2, \ldots, p_k\), these \(k\) delivery patterns contains a \(k\)-split cycle if \(p_1\) includes \(i_1\) and \(i_2, p_2\) includes \(i_2, i_3, \ldots, p_{k-1}\) includes \(i_{k-1}\) and \(i_k\) and \(p_k\) includes \(i_k\) and \(i_1\).

Property 2 If the travel cost matrix \(c_{i,j}\) satisfies the triangle inequality, then there exists an optimal solution to the SDVRP that does not include \(k\)-split cycle for any \(k \geq 2\).

The SDVRP solution is a set of delivery patterns while the solution value is only determined by the underlying set of vertex sequences. The solutions with the same underlying set of vertex sequences can be regarded identical since they must have equivalent solution values. As a result, from now on we use a set of vertex sequences (i.e., a set of routes in which the delivery quantity at each visited split customer is not determined) from which we can derive at least one feasible SDVRP solution (in the form of a set of feasible delivery patterns) to represent a feasible SDVRP solution.

Let \(F^*\) be the set of all feasible solutions and \(\Omega \subseteq F^*\) be the set of feasible solutions that contain neither two routes with more than one customer in common nor any \(k\)-split cycle. According to Properties 1 and 2, \(\Omega\) must contain at least one optimal solution. For any solution \(S' \in F^* \setminus \Omega\), there must exist a solution \(S \in \Omega\) such that \(S\) is at least as good as \(S'\). Thus, we can find optimal SDVRP solutions by only exploring \(\Omega\).

Given a solution \(S = \{r_1, r_2, \ldots, r_p\}\), where \(S \in \Omega\), we can construct an undirected graph \(G(S) = (N(S), A(S))\). In the remaining paper, we distinguish between the terms node and vertex, which are usually considered the same and are used interchangeably in standard graph terminology; we specify that node refers to the node in graph \(G\), while vertex refers to the vertex in graph \(G\). The node set \(N(S)\) comprises two types of nodes, namely the route node set \(N_r(S)\) and the customer node set \(N_c(S)\), where node \(j_k\) (respectively, \(i_k\)) in \(N_r(S)\) (respectively, \(N_c(S)\)) corresponds to route \(r_k\) in \(S\) (respectively, customer \(h_k\) in \(V_c\)). The edge set \(A(S)\) contains an edge \((j_k, i_k)\) only if customer \(h\) is served by route \(r_k\). Because Properties 1 and 2 guarantee that no cycle can exist in \(G(S)\), \(G(S)\) may consist of one or more connected components, each of which is an unrooted tree, i.e., \(G(S)\) should be a forest. For the sake of convenience, we represent \(G(S) = \{T_1, T_2, \ldots, T_g\}\), where \(T_k = \{r_{p_k}, r_{p_k+1}, \ldots, r_q\}\) (\(1 \leq k \leq g\)) is one of the unrooted trees. Given a solution \(S\) as shown in Figure 1, its corresponding \(G(S) = \{T_1, T_2, T_3\}\) is displayed in Figure 2, where the squares and circles represent the route nodes and customer nodes, respectively. It is worth pointing out that \(G(S)\) does not contain the information on the visiting order of the customers in each route and the quantity delivered to each customer by each vehicle.

An unrooted tree \(T\) is called feasible if we can find a set of feasible delivery patterns for the routes in \(T\). The solution \(S\) is feasible if all unrooted trees in \(G(S)\) are feasible. Thus, the forest \(G(S)\) can be viewed as an auxiliary data structure to check the feasibility of the solution \(S\). Checking whether an unrooted tree is feasible with respect to the vehicle capacity restriction can be done by a greedy procedure, which is described as follows. First, we arbitrarily select a route node \(s\) as the root node, creating a rooted tree. We illustrate the general form of the rooted tree in Figure 3, where the even (respectively, odd) levels consist of only route (respectively, customer) nodes, node \(i_{l,k}\) or \(j_{l,k}\) represents the \(k\)-th node at level \(l\). We denote by \(L(x)\) the level of node \(x\), by residual\(j\) the residual capacity of route \(j\), by residual\(i\) the residual demand of customer \(i\), and by \(\xi_{i,j}\) the quantities of customer \(i\)'s demand allocated to route \(j\) when node \(s\) is selected as the root node. We initially set residual\(j\) \(= Q\) and residual\(i\) \(= d_i\). Next, starting from the nodes at the deepest level of the rooted tree, we recursively compute \(\xi_{i,j}\) by examining all tree nodes as follows.
Figure 3: The general form of the rooted tree, in which the root is a route node.

For an edge \((i, j)\), nodes \(i\) and \(j\) must appear in two consecutive levels. If \(L(i) < L(j)\), we have:

\[
\xi^s_{i,j} = \min \{\text{residual}(i), \text{residual}(j)\}, \quad (1)
\]
\[
\text{residual}(i) = \text{residual}(i) - \xi^s_{i,j}, \quad (2)
\]
\[
\text{residual}(j) = \text{residual}(j) - \xi^s_{i,j}; \quad (3)
\]

if \(L(i) > L(j)\), we have:

\[
\xi^s_{i,j} = \text{residual}(i), \quad (4)
\]
\[
\text{residual}(j) = \text{residual}(j) - \xi^s_{i,j}, \quad (5)
\]
\[
\text{residual}(i) = \text{residual}(i) - \xi^s_{i,j}. \quad (6)
\]

The tree nodes at the same level can be selected in any order and the customer nodes with \(\text{residual}(i) = 0\) will not be considered any more. The unrooted tree is infeasible if a route node \(j\) with negative \(\text{residual}(j)\) is encountered; otherwise, the tree under check is feasible. Now we present the detailed steps of checking the feasibility of the tree \(T_1\) shown in Figure 2 using this greedy procedure as follows. (1) Vehicle 4 fully serves customers 10, 11, 12, 7 and its residual capacity is 4. Vehicle 3 fully serves customers 8, 9 and its residual capacity is 3. (2) Vehicle 3 delivers 3 units and vehicle 4 delivers 4 units to customer 5. Then, the residual capacities of vehicles 3 and 4 are both zero, and the residual demand of customer 5 is 1. (3) Vehicle 2 fully serves customers 2, 4, 6, and delivers 1 unit to customer 5. Then, its residual capacity is 1. (4) Vehicle 1 fully serves customers 1, 3 and its residual capacity is 8. Since the residual capacities of all vehicles are greater or equal to zero, we can claim that \(T_1\) is feasible.

3 Neighborhood Operators and Tabu Search Algorithm

Neighborhood operators are crucial components that determine the performance of heuristics. Some neighborhood operators have been used for the SDVRP or its variants by several previous articles, including (Dror and Trudeau 1989; Ho and Haugland 2004; Derigs, Li, and Vogel 2010; Aleman, Zhang, and Hill 2010; Berbotto, García, and Nogales 2013). These operators can be divided into two classes. The first class includes operators that can be applied to the classical VRP while the second one contains the operators that were specifically devised for the characteristic, namely split delivery, of the SDVRP. All these operators are based on representing the feasible solution by a set of delivery patterns. An example of such solution is shown in Figure 4, where \(D_i\) is the total quantity delivered by delivery pattern \(i\).

To show the limitation of the existing operators, let us consider two representative operators relocate and 2-split interchange used by (Berbotto, García, and Nogales 2013) and (Dror and Trudeau 1989). In Figure 4, if \(c_{1,2} + c_{1,3} - c_{1,1} > c_{5,2} + c_{5,10} - c_{5,5}\), then relocating customer 2 from delivery pattern 1 to delivery pattern 3 at the position between customers 5 and 10 can reduce the total travel distance. However, this is an illegal operation since the capacity restriction will be violated. We can make this relocation possible by re-allocating the delivered quantities of the split customers. For example, we can move from delivery pattern 3 two units of customer 5’s demand to delivery pattern 2 and three units of customer 10’s demand to delivery pattern 4, and then relocate customer 2 to delivery pattern 3. Analogously, allocating customer 3’s demand into delivery patterns 2 and 4 using 2-split interchange operation also results in an infeasible solution due to the violation of the vehicle capacity. We can make this 2-split interchange operation legal by moving from delivery pattern 4 one unit of customer 10’s demand to delivery pattern 3.

The above observations tell us that if we have a mechanism to re-allocate the split customers’ demands automatically and freely among all involved delivery patterns, the relocate and 2-split interchange operators would be capable of exploring larger solution regions. As shown in Figure 5, we can liken the customer demands to water and connect the split customers in different delivery patterns by tubes via which water can freely flow. Consequently, we do not need to explicitly fix the delivered quantities at the split customers any more. This finding motivates us to represent the solutions by a set of routes and create forest \(G(S)\) to link together the routes with customers in common.

The neighborhood operators proposed in this paper are based on the route-based solution \(S\) and forest \(G(S)\).
routes preserve the visiting order of the customers, and \( G(S) \) is used to quickly check the feasibility of the resulting solution after a certain operation. For the purpose of quickly checking the legality of operations, we introduce the following concepts:

1. The **maximum residual capacity** \( mr_k \) of route \( k \). Selecting route node \( k \) as the root node, \( mr_k \) is the residual of vehicle \( k \), which can be obtained using expressions (1) – (6).

2. The **maximum available capacity** \( \gamma_i, j_k \) of route \( k \) before serving customer \( i \). Suppose customer \( i \) is served by a set of routes \( \{j_1, j_2, ..., j_k\} \). When customer \( i \) is selected as the root node, we can obtain \( \gamma_i, j_k \) (\( 1 \leq h \leq k \)) using expressions (1) – (6). Moreover, we denote the sum of all \( \gamma_i, j_k \) by \( \gamma_i \), which is the total maximum available capacity from the set of routes.

3. The **capacity saving** \( \beta_{j_1, j_k}(x) \). Let \( P_{j_1, j_k} = \{j_1, j_2, j_3, j_4, j_k, i_k\} \) be the path from root node \( j_1 \) to customer node \( i_k \) on graph \( G(S) \) (see Figure 6). After decreasing \( \xi_{j_1, j_k} \) by \( x \), the value of \( \xi_{j_1, j_k} \) (\( 1 \leq h < k \)) would decrease by \( x \) if \( \min\{\xi_{j_1, j_k}, \xi_{j_1, j_{k+1}}, ..., \xi_{j_1, j_{k-1}}\} \geq x \); otherwise it would decrease by \( \min\{\xi_{j_1, j_k}, \xi_{j_{k+1}, j_{k+1}}, ..., \xi_{j_{k-1}, j_{k-1}}\} \).

The value of \( mr_k \) would increase by \( \beta_{j_1, j_k}(x) \), where

\[
\beta_{j_1, j_k}(x) = \min \left\{ \xi_{j_1, j_{k+1}}, \xi_{j_1, j_{k+2}}, ..., \xi_{j_1, j_{k-1}}, x \right\}.
\]

4. The **cycle-detection route set** \( R_{i, k} \). The set \( R_{i, k} \) contains all routes that are in the same tree as route \( k \) after route node \( k \) and customer node \( i \) are disconnected. For example, for \( T_1 \) shown in Figure 2, we have \( R_{1, 1} = \{1, 2, 3, 4\} \), \( R_{5, 2} = \{2, 1\} \), \( R_{5, 3} = \{3\} \) and \( R_{10, 4} = \{1, 2, 3, 4\} \).

We will introduce three new neighborhood operators, namely **relocate**, **exchange** and **split**. These operators are based on a set of routes and the legality of all operations is checked with the aid of forest \( G(S) \). With the values of \( mr_k \), \( \gamma_i, j_k \), \( \xi_{j_1, j_k} \) and \( R_{i, k} \), we can quickly check whether a certain operation is legal. That is, we do not need to check the legality by traversing the resultant tree of a certain operation. In addition, we denote \( V_{NSC} \) the set of customers that have not been split in the current solution. Accordingly, \( V_{NSC} = V_C \setminus V_{NSC} \) includes those customers that are served by more than one vehicle.

### 3.1 The Relocate Operator

The **relocate** operator selects a customer \( i \) from route 1 and relocates it to a position of route 2. We assume that route 1 (respectively, route 2) is contained in \( T_1 \) (respectively, \( T_2 \)). Since two routes (i.e., routes 1 and 2) may be included in the same or different trees and there are two types of customers (i.e., the split customers in \( V_{SC} \) and the non-split customers in \( V_{NSC} \)), we can divide all relocate operations into the following four types.

**Type 1 relocate**; \( i \in V_{SC} \) and \( T_1 \neq T_2 \) (see Figure 7). After relocating customer \( i \) from route 1 to route 2 at the position between customers 2 and 3, the resultant solution \( S' \) and \( G(S') \) are shown in Figures 7(c) and (d), respectively. We can use Figure 7(a) and (c) to calculate the distance saving, and use Figure 7(d) to check the legality of this operation. The relocate operation shown in Figure 7 is legal if \( \gamma_i - \gamma_i + mr_2 \geq d_i \).

**Type 2 relocate**; \( i \in V_{NSC} \) and \( T_1 \neq T_2 \). Relocating customer \( i \) from route 1 to route 2 is legal if \( d_i \leq mr_2 \).

**Type 3 relocate**; \( i \in V_{NSC} \) and \( T_1 = T_2 \). Removing customer \( i \) from route 1 to route 2 increases \( mr_2 \) by \( \beta_{2, 1}(d_i) \), where \( \beta_{2, 1}(d_i) \) is defined in expression (7). This relocate operation is legal if \( mr_2 + \beta_{2, 1}(d_i) \geq d_i \).

**Type 4 relocate**; \( i \in V_{SC} \) and \( T_1 = T_2 \). If route 2 belongs to \( R_{i, 1} \), the resultant \( G(S') \) does not contain a cycle. This relocate operation is legal if no cycle appears in \( G(S') \) and \( \gamma_i - \gamma_i + mr_2 + \beta_{2, 1}(\xi_{j_1, j_2}) \geq d_i \).
3.2 The Exchange Operator

The exchange operator selects two customers and swaps their positions. Let $i_1$ and $i_2$ denote the selected two customers, routes 1 and 2 be the routes containing $i_1$ and $i_2$, and $T_1$ (respectively, $T_2$) be the tree containing route 1 (respectively, route 2). We can classify the exchange operations into the following six types.

Type 1 exchange: $i_1, i_2 \in V_{NSC}$ and $T_1 \neq T_2$. This exchange operation is legal if $mr_1 + d_{i_1} \geq d_{i_2}$ and $mr_2 + d_{i_2} \geq d_{i_1}$.

Type 2 exchange: $i_1, i_2 \in V_{NSC}$ and $T_1 = T_2$. Without loss of generality, we can assume $d_{i_2} \geq d_{i_1}$. Replacing customer $i_2$ with customer $i_1$ is equivalent to decreasing $\xi_{i_2,2}$ by $d_{i_2} - d_{i_1}$. As a result, this exchange operation is legal if $mr_1 + \beta_{i_2,2}(d_{i_2} - d_{i_1}) + d_{i_2} \geq d_{i_1}$.

Type 3 exchange: $i_1 \in V_{SC}, i_2 \in V_{NSC}$ and $T_1 \neq T_2$. Removing customer $i_1$ from route 1 is equivalent to increasing $mr_1$ by $\xi_{i_1,1}$. The resultant $T_2$ is feasible if $mr_1 + \xi_{i_1,1} \geq d_{i_1}$. Removing customer $i_2$ from route 2 is equivalent to increasing $mr_2$ by $d_{i_2}$. The resultant $T_2$ is feasible if $d_{i_2} \geq \xi_{i_2,1} + mr_2 + d_{i_2} \geq d_{i_1}$.

Type 4 exchange: $i_1 \in V_{SC}, i_2 \in V_{NSC}$ and $T_1 = T_2$. Obviously, if $R_{i_2,1}$ does not contain route 2, the resultant $G(S')$ must have a cycle. We further consider the following two situations: (1) $d_{i_2} \leq \xi_{i_2,1}$ and (2) $d_{i_2} > \xi_{i_2,1}$. If $d_{i_2} \leq \xi_{i_2,1}$, replacing customer $i_1$ with customer $i_2$ is equivalent to decreasing $\xi_{i_1,1}$ by $d_{i_2}$. So $mr_2$ would increase by $\beta_{i_1,2}(\xi_{i_1,1} - d_{i_2})$. If the new set of routes serving customer $i_1$ can provide sufficient capacity, namely $\gamma_i - \gamma_{i_1,1} + mr_2 + \beta_{i_1,2}(\xi_{i_1,1} - d_{i_2}) \geq d_{i_1}$, then customer $i_1$ can be fully served by the new set of routes. Since replacing customer $i_1$ with customer $i_2$ is equivalent to increasing $\xi_{i_2,1}$ by $d_{i_2} - \xi_{i_2,1}$, which may cause the path from route 2 to route 1 infeasible. Let us still consider the path shown in Figure 6 and define $\Delta^{j_1, j_2}$ (for $h = 1, 2, \ldots, k + 1$) as the maximum increment of $\xi_{j_h, j_{h+1}}$ that still keeps the path $(j_1, i_1, j_2, \ldots, j_h, i_h)$ feasible. The values of $\Delta^{j_1, j_2}$ can be computed by the following recursive functions (8) – (9).

$$\Delta^{j_1, j_2} = \eta^{j_1, j_2} = mr_{j_1}$$  \hspace{1cm} (8)

$$\Delta^{j_1, j_{h+1}} = \min \left\{ \eta^{j_h, j_{h+1}} + \max \left\{ 0, \theta^{j_1, j_{h+1}} \right\}, \right.$$  \hspace{1cm} (9)

$$\max \left\{ 0, d_{j_h} - (\gamma_{j_h} - \gamma_{j_h, j_{h+1}}) \right\} \right\}$$

where $\eta^{j_1, j_2}$ is the residual capacity of route $j_{h+1}$ before serving its father customer node when node $j_1$ is selected as the root node. Thus, in this situation, the resultant graph is feasible if $\Delta^{j_1, j_2} \geq d_{i_2} - \xi_{i_1,1}$.

Type 5 exchange: $i_1, i_2 \in V_{SC}$ and $T_1 \neq T_2$. This exchange operation is legal if $\gamma_{i_1} - \gamma_{i_1,1} + \xi_{i_2,2} \geq d_{i_1}$ and $\gamma_{i_2} - \gamma_{i_2,2} + \xi_{i_1,1} \geq d_{i_2}$.

Type 6 exchange: $i_1, i_2 \in V_{SC}$ and $T_1 = T_2$. This exchange operation replaces two edges in $G(S)$ with two new ones. Since this operation modifies $G(S)$ considerably, it is very time-consuming to check its legality. To save computation time, in our solution approach we do not consider the exchange operations of this type.

3.3 The Split Operator

The split operation is a tailored operation for the SDVRP, which replaces the set $R_i$ of routes that serve customer $i$ with a new set $R_i'$ of routes. For each customer $i \in V_C$, it first computes the distance saving $SAV_i^r$ of removing $i$ from route $r_i$ in $R_i$ by $SAV_i^r = c_{i-} + c_{i+} - c_{i-} - c_{i+}$, where $i-$ and $i+$ are the immediate predecessor and successor of customer $i$. Next, it computes the cost $CI_i^r$ of inserting customer $i$ into route $r_k$. If $r_k \notin R_i$, each position in $r$ is examined and the position between customer $p$ and $p+$ with the minimal insertion cost is selected, namely $CI_i^k = c_{p,i} + c_{i,p+} - c_{p,p+}$. If $r_k \in R_i$, we set $CI_i^k = c_{i-} + c_{i+} - c_{i-} - c_{i+}$. Let $U$ be the set of all subsets of the routes in a solution $S$ and thus $R_i'$ is an element of $U$. Since the size of $U$ is usually very large, we only consider a subset $U'$ of $U$.

We sort the routes in $S$ based on the increasing value of $CI_i^k/mr_{r_k}$ if $r_k \in R_i$ or $CI_i^k/mr_{r_k}$ if $r_k \notin R_i$, and then select the first ten routes to construct a route set $\bar{S}$. If the number of routes in $\bar{S}$ is less than ten, then we set $\bar{S} = S$. For each subset $R'$ of $\bar{S}$, we check the legality of inserting customer $i$ into each of the routes in $R'$. First, each pair of routes in $R'$ cannot appear in the same connected component after deleting from $G(S)$ edge $(i, r_k)$ for all $r_k \in R_i$. Two routes in the same connected component implies that this insertion will generate a cycle in the resultant graph. Second, the routes in $R'$ need to have enough capacity to serve customer $i$, i.e., $\sum_{r_k \in R'}(\gamma_{i,r_k} + mr_{r_k}) \geq d_{i}$, where $d_i$ is the indicator function. Inserting customer $i$ into each of routes in $R'$ generates a candidate solution, where the total distance saving can be obtained by $\sum_{r_k \in R_i} SAV_i^r - \sum_{r_k \in R'} CI_i^r$. The split operator selects the best candidate solution.

3.4 Tabu Search

Tabu search (TS) algorithm (Glover and Laguna 1998) is a well-known meta-heuristic that has been successfully applied to a wide variety of routing and scheduling problems, e.g., (Aleman and Hill 2010; Cai et al. 2013; Ho and Haugland 2004). To highlight the effectiveness of our proposed neighborhood operators, we integrate them into a simple and standard TS framework without a diversification phase. In each iteration, TS always chooses the best allowable neighbor, i.e., the non-tabu neighbor or the tabu neighbor that satisfies the aspiration criterion. The aspiration criterion is that TS always accepts the tabu solution which is better than the best known solution so far. Note that the parameters related to the TS algorithm include only tabu tenure $\tau$ and the number of non-improvement steps $\eta$ for algorithm termination.

4 Computational Experiments

We conducted experiments on two sets of benchmark SDVRP instances to evaluate the performance of our tabu search algorithm, which are:
Set 1: This set of 42 instances was derived by (Archetti, Speranza, and Hertz 2006) from the capacitated VRP (CVRP) benchmark instances in (Gendreau, Hertz, and Laporte 1994) by varying the customer demands and keeping other characteristics unchanged.

Set 2: This set contains 25 instances and was generated by (Belenguer, Martinez, and Mota 2000).

Our algorithm was coded in C++ and all experiments were conducted on a desktop with an Intel 15-2410 2.30 GHz CPU, 4 GB RAM and Windows 8 Pro 64-bit operating system. After conducting some preliminary experiments, the parameters in our solution approach were fixed as follows: \( \tau = 0.4n \) and \( \eta = 3000. \)

We compare our solution approach with the following existing algorithms: (1) SPLITABU: the tabu search algorithm by (Archetti, Speranza, and Hertz 2006); (2) OH: the optimization-based heuristic by (Archetti, Speranza, and Savelsbergh 2008); (3) BPCH: the branch-and-price-and-cut heuristic by (Archetti, Bianchessi, and Speranza 2011); (4) RGTS: the randomized granular tabu search by (Berbotto, García, and Nogales 2013); (5) ICA+VND: the variable neighborhood descent algorithm by (Aleman, Zhang, and Hill 2010), where the iterated constructive algorithm is employed to create the initial solution; (6) TSVBA: the tabu search with vocabulary building approach by (Aleman and Hill 2010). Because these algorithms were carried out on different machines, and their results did not contain the running time information in a unified format, we decide not to report their running times. In fact, all these algorithms executed within reasonable time limits.

The instances in Set 1 have been solved by SPLITABU, OH, BCPH and RGTS. We compare our results with those of these four algorithms in Table 1, where the columns “Cost” show the solution costs and the columns “Time” give the running time. The columns “Gap (%)” display the percentage gap between the solution costs of our solution and each benchmark algorithm; for example, the values of “Gap (%)” under the block “SPLITABU” is calculated by: SPLITABU – Our approach)/Our approach. Moreover, (Archetti, Speranza, and Savelsbergh 2008) did not consider instances px-110 and (Archetti, Bianchessi, and Speranza 2011) did not solve instances px-00. So we fill the corresponding cells with dashes (‘-’). (Berbotto, García, and Nogales 2013) applied the RGTS several times with different parameter settings to solve the instances with the minimum possible number of vehicles, the corresponding best results are given in the block “RGTS”. The rest of blocks report the results of the instances without any limitation on the vehicle number. The smallest solution cost in each row is marked in bold. The last two rows of this table give the numbers of best solutions found and the average values of “Gap (%)”, respectively.

Compared with these four benchmark algorithms, the percentage gaps on the solution costs are 0.75%, 0.38%, 0.13% and 0.46%, respectively. Although these gaps are all below 1%, considering that the SDVRP was extensively studied in the last two decades, these improvements brought about by our approach are substantial. Thus, we can conclude that our approach outperforms SPLITABU, OH, BCPH and RGTS in terms of the solution quality when solving the instances in Set 1.

Table 2 reports the results of the instances in Set 2, where the algorithms allowed to use dedicated instances can be found in the first row. Our approach and BCPH solved the instances without any restriction on the number of vehicles while the rest of algorithms dealt with the instances with the minimum possible number of vehicles. Since BCPH was unable to get feasible solutions for instances eli22, eli23, eli30 and eli33 in Set 3, we fill the corresponding cells in Table 2 with dashes (‘-’). According to the number of the best solutions and the average gaps, we can find that our tabu search algorithm achieved the best performance on the instances in Set 2.

Our tabu search algorithm that employs the new neighborhood operators is very simple and standard. However, it achieved the best average results on 67 benchmark instances; this proved the effectiveness of the neighborhood operators.

5 Conclusions

In this study, we first represented the SDVRP solution using the combination of a set of vehicle routes and a forest. The vehicle routes are used to calculate the total travel distance while the forest is used to quickly check the feasibility of the solution. Next, we designed three classes of
neighborhood search operators, namely relocate, exchange and split, and integrated them into a simple and standard tabu search framework. By comparing with six existing algorithms on 67 benchmark instances, we find that our tabu search algorithm achieved the best solutions on average. The experimental results show that our approach is an outstanding algorithm for the SDVRP. Future research can consider adapting our operators and developing more advanced neighborhood-based meta-heuristics for other vehicle routing variants that allow split delivery, such as the SDVRP with time windows or multi-depot SDVRP.
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